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Crisis: I was a Master student in 2002 

Crisis: Why is brain connectivity sparse?

Artificial Neural Network (ANN) Brain Connectivity

Vs.
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Crisis: I was a Master student in 2002 

Crisis: Why is brain connectivity sparse (topology)?
Crisis: What is the contribution of morphology?

Artificial Neural Network (ANN) Brain  Morphology

Vs.
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Crisis: I was a Master student in 2002 
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Artificial Neural Network (ANN)

Vs.

Brain Connectivity
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Donald Olding Hebb
(July 22, 1904 – August 20, 1985)

psychologist 

He is best known for his theory of Hebbian
learning, which he introduced in his classic 1949
work The Organization of Behavior. He has been
described as the father of neuropsychology and
neural networks.

neurons that fire together wire together 

changing 
weightes of 

the links 

Adding 
new links 

exploiting sparsity
(Epitopological Learning)

network learning 

My master student ‘Obsession’! 

(2002)
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How network connectivity influence function in complex systems, in particular learning and
intelligence. But also the reverse.

Complex network intelligence

Shape 1 Shape 2

Connectivity→ Function
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NETWORK TOPOLOGY MODELS AND MECHANISMS

link growth

How to model link connectivity in complex networks?
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Apr 2013

408
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Local Community Paradigm (LCP)
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ex ey

The LCP-trick:
how to covert 

classical neighbourhood
indices in 

local-community indices

Type Name of the Index Formulation

C
la

ss
ic

al

Common Neighbours (CN) CN x, y = ቚΓ x ∩ ȁΓ y = ix = iy

Preferential Attachment 

(PA)

PA x, y = ȁ ȁΓ x ∙ Γ y = (ex +ix) ∙ (ey+iy) =

= exey + exCN(x, y) + eyCN(x, y) + CN(x, y)2

Adamic & Adar (AA) AA x, y = 

s∈Γ(x) ∩ Γ(y)

1

log2(ȁΓ s ȁ)

Resource Allocation (RA) RA x, y = 

s∈Γ(x) ∩ Γ(y)

1

Γ(s)

Jaccard (JC) JC(x, y) =
ȁΓ x ∩ ȁΓ y

Γ x ∪ Γ y
=

CN x, y

Γ x ∪ Γ y

LC
P

-b
as

e
d

CAR

CAR x, y = CN x, y ∙ LCL(x, y)

= CN x, y ∙ 

s∈Γ(x) ∩ Γ(y)

γ(s)

2

CPA
CPA(x, y)

= exey + exCAR(x, y) + eyCAR(x, y) + CAR(x, y)2

CAA CAA(x, y) = 

s∈Γ(x) ∩ Γ(y)

γ(s)

log2(ȁΓ s ȁ)

CRA 𝐂𝐑𝐀(𝐱, 𝐲) = 

𝐬∈𝚪(𝐱) ∩ 𝚪(𝐲)

𝛄(𝐬)

𝚪(𝐬)

CJC CJC(x, y) =
CAR x, y

Γ x ∪ Γ y
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LINK PREDICTION IN BRAIN CONNECTOMES AND MORE
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LINK PREDICTION IN BRAIN CONNECTOMES AND MORE
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What is behind this performance in network connectivity prediction?
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LOCAL COMMUNITY PARADIGM (LCP) IN REAL NETWORKS

ex ey
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The LCP points out a dichotomy 
between

the structure of many real networks
(see figure below)
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LOCAL COMMUNITY PARADIGM IN IDEALISED NETWORKS
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Claudio

PhineSimone

2015
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ex ey

Bipartite graph

Triadic closure

Monopartite graph

Triadic closure
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Zhou, T. et al., 2007. Bipartite network projection and personal recommendation. 
Phys Rev E Stat Nonlin Soft Matter Phys, 76(4 Pt 2), p.46115. 
Network based inference (NBI, also known as ProbS) (tuning-free)

Zhou, T. et al., 2010. Solving the apparent diversity- accuracy dilemma of recommender systems. 
Proceedings of the National Academy of Sciences of the United States of America, 107(10), pp.4511–5.
HeatS + ProbS (one parameter to tune)

One-mode-projection
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Bipartite projection via random-walk (BPR)
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From monopartite to bipartite

From triangles to quadrangles: From L2 to L3

Daminelli, …  and Cannistraci Common neighbours and the local-community-paradigm for topological 
link prediction in bipartite networks. New J. Phys. (2015). 28
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CD-Based Indices
for 

Link Prediction in 
Complex Network

Tao Wang et al. 
Plos One 2016
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[…] the best performing literature method, Cannistraci Resource Allocation (CRA), 
out of 23 different methods tested. 

2019
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Why is CRA  so powerful in link prediction?
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Understanding link prediction via geometrical space

How topology predict geometry

Geometry Topology
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Topological Automata: local rules that create collective intelligence
Epitopological learning on networks
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Local-ring network automata and the impact of hyperbolic

geometry in complex network link-prediction

Network active/adaptive matter

Geometry and Self-organization
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CNs index is a network automaton that evaluates the size of the local tunnel

to estimate the likelihood to form a local ring

CRA index is a network automaton that evaluates the size and assess the existence of the local tunnel

to estimate the likelihood to form a local ring

Link prediction
based on 
Network

Automata

Interpretation of local similarity indices as local-ring network automata
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Missing links test: 10% removal on nPSO model with 8 
communities synthetic networks

Real small size net

Real big size net
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CRA SPM
odlis 0.12 0.08

advogato 0.16 0.15
arxiv astroph 0.53 0.67

thesaurus 0.08 0.07
arxiv hepth 0.22 0.27
ARK201012 0.16 0.11

facebook 0.11 0.10
mean precision 0.20 0.21
mean ranking 1.29 1.71

p-value 0.013

Missing links test: 10% removal test on large networks, till 40.000 nodes

Result: 5/7 for CRA
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CRA SPM
mean

precision

mean

ranking

mean

time

t2 t3 t4 t5 t6 t1 t2 t3 t4 t5

t1 0.11 0.12 0.13 0.14 0.14 0.08 0.09 0.09 0.10 0.11 CRA 0.13 1 1.2 h

t2 0.12 0.13 0.14 0.14 0.07 0.08 0.09 0.10 SPM 0.09 2 6.8 h

t3 0.12 0.13 0.14 0.08 0.09 0.10

t4 0.12 0.13 0.08 0.09

t5 0.12 0.09

Link prediction in time - test (15 predictions in total on 6 nets)
on ARK-2009-09 to ARK-2010-12 Internet networks
(20.000 to 30.000 nodes)

Internet networks t1 → Internet networks t2

Internet networks t1 → Internet networks t3

Internet networks t1 → Internet networks t6

...
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Missing links test: 10% removal on WS model 
(which is not power-law) synthetic networks
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Proposed Theory

June 2018
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December 2020
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Network Automata

• CH1 and CH2: minimization of 
the eLCL and maximization of 
the iLCL.

• CH3 solely based on the 
minimization of eLCL.

L2 L3 Ln
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2020
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Nature Machine Intelligence 2023 under review 52



Yeast protein interaction network
4951 proteins and 22382 interactions

2238 (10%) 
Positive interactions

2238 (10%) 
Negative interactions
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Intrinsically 
disordered 

protein
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Interaction disorder index
is significantly different

for wrong AFM predictions

Interaction disorder index
is not different

for wrong CH predictions
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Comparison in computational running time

One interaction All missing interactions
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1. Prediction of connectivity in sparse network 
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Meanwhile in computer science
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Crisis: I was a Master student in 2002 

Crisis: Why is brain connectivity sparse?

1. What is the computational advantage of connectivity sparsity in brain biology?

2.  How to make profit of brain-inspired connectivity sparsity in ANN?

Artificial Neural Network (ANN) Brain Connectivity

Vs.

60



Crisis: Unacceptable Cost of Training models

GPT-3 model == 1024 A100 GPUs and 34 days == 4.6 million dollars

Twitter: GPT-3 @gpt_three 61



Sparse Evolutionary Training (SET)

1. Start from a sparse connected topology given by Erdos-Renyi model

2. Train the network in an evolution epoch

3. Remove a certain fraction of weights with the lowest absolute value

4. Randomly regrow new weights in the same amount as the ones removed 
previously

5. Repeat step 2 - 4 until the network convergence

Mocanu et al. Scalable training of artificial neural networks with adaptive sparse connectivity 
inspired by network science. Nat Commun (2018).
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Epitopological Learning (EL) 

• a brain-inspired learning paradigm

• a field of network science that studies how to 
implement learning on networks by changing the 
shape of their connectivity structure
(epitopological plasticity)：

-> a subcase: 𝑇𝑛+1 = 𝑇𝑛 + 𝐿𝑃𝑇𝑜𝑝𝐾(𝑇
𝑛)

• The Cannistraci-Hebb theory is a strategy to 
implement EL based on local topology information
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Epitopological Sparse Meta-Deep Learning (ESML)
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Comparison of CH3-L3 (ESML) and random (SET)
Results on 5 datasets and 2 architectures
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How the topology evolves during the epochs 
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https://www.youtube.com/watch?v=b5lLpOhb3BI

https://www.youtube.com/watch?v=b5lLpOhb3BI


CHT innovations and their impact on performance 
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Ultra-sparse network 
advantage
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ICLR2024 evaluation: avg. score 7.33, ranks 326/2261 accepted (in the top 15%)

Yingtao Zhang
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Crisis: I was a Master student in 2002 

Crisis: Why is brain connectivity sparse?

A 20 years long research path to address 
a philosophical question

Artificial Neural Network (ANN) Brain Connectivity

Vs.
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Crisis: Why is brain connectivity sparse (topology)?
Crisis: What is the contribution of morphology?

Artificial Neural Network (ANN) Brain  Morphology

Vs.

Question2: Network Morphology 
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Nature Electronics 2024 Accepted

Dr. E. Baek
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Neuromorphic engineering for modelling dendritic computation with silent synapses

Tsinghua Univ, 
China

Dr. E. Baek

Tsinghua Univ, 
China

Prof. C. V. Cannistraci 

Bioengineering
modeling

Tsinghua Univ, 
China

Prof. S. Song

Bioengineering 
modeling

Tsinghua Univ, 
China

Prof. Z. Rong

Tsinghua Univ, 
China

Prof. L. Shi

Neuromorphic
modeling

Neuromorphic 
modeling

Neuromorphic
modeling
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Scientific Institutions

- Lipotype (Germany)
- Politecnico di Torino and Milano (Italy) 
- Italian Interpolytechnic School of Doctorate (SIPD, Italy) 
- San Raffaele Scientific Institute, Hospital and University (Italy)
- King Abdullah University of Science and Technology (KAUST, Saudi 
Arabia)
- University of California San Diego/ Ideker Lab (USA) 
- ISMB/ECCB generously provided me (International)
- Italian National Research Council (CNR) / Bioengineering (Italy)
- Technical University Dresden (Germany)
- Klaus Tschira Foundation (Germany)
- FANTOM Consortium and RIKEN institute (Japan)
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