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which is surprisingly in the ballpark of what we had originally envisioned for the gravitational DM detector. Since

the neutrino’s position is spread out over a position of order �⌫ , the classical argument fails: even for a ⇠ mm

impact parameter, it is conceivable that C⌫B neutrinos exert tiny forces on macroscopic objects.

For a cubic detector with area A, the rate of C⌫B neutrinos passing through is
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so a zeroth order issue is the huge flux of particles passing through even if the detector is very small.

Generalizing the impulse transfer calculation from the earlier paper, we note that the force from a Yukawa

potential is
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so the transverse momentum exchange signal over a time interval ⌧ is
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5 Dipole Bonanza

Unlike in the previous sections, here we assume that the interaction between the DM and the test mass arises from

a dipole-dipole or a dipole-monopole interaction. Since it is generically problematic for the macroscopic detector to

carry a net charge, we reserve the second case (dipole-monopole) for tests of millicharged DM which can interact

with the net polarization of a material object.
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3 PRINCIPLES OF WIMP DIRECT DETECTION

Figure 2. (Left) Di↵erential event rate for the direct detection of a 100GeV/c2

WIMP with a cross-section of 10�45 cm2 in experiments using tungsten (green), xenon
(black), iodine (magenta), germanium (red), argon (blue) and sodium (grey) as target
materials. (Right) The event rate is shown for a heavy and a light target as indicated
in green (tungsten) and blue (argon), respectively, showing the e↵ect of neglecting the
form factor correction (dotted line) and the e↵ect of a lower WIMP mass of 25GeVc2

(dashed line).

where G2
F is the Fermi coupling constant, J the total nuclear spin and ap,n the e↵ective

proton (neutron) couplings. The expectation value of the nuclear spin content due to

the proton (neutron) group is denoted by hS
p,n

i. New calculations performed in [116] use

chiral e↵ective-field theory currents to determine the couplings of WIMPs to nucleons

up to the leading two-nucleon currents. This method yields to an improved agreement

between the calculated and measured energy spectra of the considered nuclei as well

as the ordering of the nuclear levels (e.g. [117]). These calculations have been used to

calculate the couplings for the most relevant isotopes in direct detection experiments:
129,131Xe, 127I, 73Ge, 19F, 23Na, 27Al and 29Si.

In the context of a non-relativistic e↵ective field theory (EFT) for WIMP-like

interactions, a more detailed formulation of possible couplings from dark matter to

baryons has been proposed [118][119][120] and is applied by some experiments [121].

Instead of the classical two (spin-independent and -dependent) couplings, six possible

nuclear response-functions are assumed which are described by 14 di↵erent operators.

In this model, the nucleus is not treated as a point-like particle, instead, its composite

nature is reflected. Thus, the spin response function is split in transverse and

longitudinal components and new response functions arise from the intrinsic velocities

of the nucleons. Note that the form factor F, as introduced above, tries to account

for the finite spatial extend of the nuclear charge and spin densities. This correction,

however, is only approximate. The EFT operators are constructed by four three-vectors

14

Nuclear Recoil Direct Detection

which is surprisingly in the ballpark of what we had originally envisioned for the gravitational DM detector. Since

the neutrino’s position is spread out over a position of order �⌫ , the classical argument fails: even for a ⇠ mm

impact parameter, it is conceivable that C⌫B neutrinos exert tiny forces on macroscopic objects.

For a cubic detector with area A, the rate of C⌫B neutrinos passing through is

� = n⌫Av ⇠ (10
2
cm

�3
)(10 cm)

2
(10

7
cm s

�1
) = 10

11
s
�1

= 100GHz

✓
A

100 cm2

◆
(7)

so a zeroth order issue is the huge flux of particles passing through even if the detector is very small.

Generalizing the impulse transfer calculation from the earlier paper, we note that the force from a Yukawa

potential is

~F (r) = �~rV (r) = �@V (r)

@r
r̂ =

g2e�mr

r

✓
m+

1

r

◆
r̂ (8)

so the transverse momentum exchange signal over a time interval ⌧ is

S =

Z ⌧/2

�⌧/2
dt|F (r)| sin ✓ = g2b

Z ⌧/2

�⌧/2
dt

✓
m+

1

r

◆
e�mr

r2
= g2b

Z ⌧/2

�⌧/2
dt

 
m+

1p
b2 + (vt)2

!
e�m

p
b2+(vt)2

b2 + (vt)2
(9)

5 Dipole Bonanza

Unlike in the previous sections, here we assume that the interaction between the DM and the test mass arises from

a dipole-dipole or a dipole-monopole interaction. Since it is generically problematic for the macroscopic detector to

carry a net charge, we reserve the second case (dipole-monopole) for tests of millicharged DM which can interact

with the net polarization of a material object.

Edet (10)

5.1 Dipole-Dipole

3

~ keV Threshold

*doesn’t measure integrated rate Undagoitia, Rauch 1509.08767



Nuclear Recoil Direct Detection

Schaumann 1903.02026

Direct Detection of Dark Matter 32

Figure 12. The current experimental parameter space for spin-independent WIMP-
nucleon cross sections. Not all published results are shown. The space above the
lines is excluded at a 90% confidence level. The two contours for DAMA interpret
the observed annual modulation in terms of scattering of iodine (I) and sodium (Na),
respectively [125]. The dashed line limiting the parameter space from below represents
the “neutrino floor” [117] from the irreducible background from coherent neutrino-
nucleus scattering (CNNS), see Sect. 3.4.

target) are weaker due to their higher threshold and lower exposure.

In a mass range from 1.8GeV/c2 . m� . 5GeV/c2, the most stringent exclusion

limit was placed by DarkSide-50 using a LAr target depleted in 39Ar [126]. The

result from a 0.019 t⇥ y run is a based on using the ionization signal only, which

allowed reducing the analysis threshold to 0.1 keVee. The observed background of

1.5 events/(kg⇥ d⇥ keVee), corresponding to 5.5 ⇥ 105 events/(t⇥ y⇥ keVee), can be

attributed to known background sources above ⇠1.4 keVnr (corresponding to 8 e�).

Due to their much smaller total target mass and higher backgrounds, the cryogenic

experiments using Ge-crystals with ionization and phonon readout (EDELWEISS,

(Super)CDMS) or scintillating CaWO4-crystals with light and phonon readout

(CRESST) cannot compete in the search for medium to high-mass WIMPs. However,

due to their ability to reach extremely low thresholds well below 1 keVnr, they are very

sensitive to low-mass WIMPs with masses .5GeV/c2. The Germanium-based detectors

SuperCDMS and EDELWEISS could improve their low-mass sensitivity by operating

the detectors with a high bias voltage, converting the ionization signals into Neganov-

Current status: null results for weak scale DM 
What about lighter DM (< GeV)?
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1) There are many weird direct-detection excesses

4) This process may originate from DM interactions

3) Currently no known plausible SM explanation
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Scatter electrons, not nuclei
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Lighter DD targets probe sub-GeV DM 3

FIG. 1. Laser calibration data showing a resolution of
⇠0.07 e�h+pairs for a short laser-triggered acquisition at
150V. In the series shown in this figure, a lower DR tem-
perature allowed for a 30% improvement in energy resolution
as compared to the average value during the science exposure.
Both the between-peak event rate and the energy resolution
are significantly improved compared to the previous result in
Ref. [18]. For this calibration series, the mean photon number
(�) was 1.0 to increase statistics near zero in the short acqui-
sition, while the science exposure used � ⇡ 2 to cover the
full energy range of interest. The model curve is a maximum
likelihood fit of photon distribution and charge transport pa-
rameters, with results described in the text and Ref. [18].

plitude and start time were estimated using the optimal
filter formalism (e.g. Ref [26]). We reconstructed am-
plitudes for individual channels and their sum in order
to quantify signal position dependence and channel noise
covariance. We observed time variation in the noise spec-
tra and the pulse amplitude, but not in the shape of the
templates. Thus a single averaged pulse template was
generated from laser calibration events taken over the
entire science exposure.

The laser calibration showed that the detector energy
response was nonlinear, requiring a quadratic correction
to convert from pulse height to an absolute energy scale
as discussed in Ref. [18]. Additionally, the change in
the overall energy scale caused by temperature variations
was corrected by aligning the laser spectral peaks with
equal e�h+ pair quanta. The temperature correction was
observed to be linear in energy throughout our analysis
region of 0–10 e�h+ pairs. Finally, we compared laser
events with events from periods with elevated surface
leakage near the outer edge of the detector to determine
the relative calibration gain factor between the inner and
outer QET channels. This resulted in a 30% increase in
the outer channel amplitude. The calibrated total energy
is thus position and temperature independent.

The calibrated detector was characterized by varying
the crystal bias voltage and laser intensity while trigger-
ing on the laser coincidence signal. Figure 1 shows the re-

FIG. 2. Top: Event rate as a function of bias before and after
pre-bias. Bottom: Event rate during the science exposure
as a function of time. Neutralization [18] was performed at
hour 70 (solid line) and the polarity was reversed at hour
90 (dashed line). Data points represent blocks with a fixed
number of events to ensure uniform vertical error bars, with
large horizontal error bars corresponding to runs separated
by gaps in data taking.

duced fill-in between laser peaks as compared to the pre-
vious result in Ref. [18] due to the reduced SGIR. There
is still a population of fill-in events, which is well fit by an
impact-ionization model with 3% ionization probability
across the 4 mm crystal thickness [27]. As with Ref. [18],
the bias scans showed linear signal scaling and constant
power noise with increasing voltage (demonstrating ideal
NTL amplification [23, 24, 28]).

CHARGE LEAKAGE

Large electric fields used for signal amplification can
auto-ionize impurities within the crystal and cause charge
carriers to tunnel into the crystal at the surface, which
along with SGIR, produce background events within the
region of interest for DM searches. Consequently, we
carefully studied the total charge leakage rate as a func-
tion of bias voltage. In these diagnostic studies, the ac-
quisition system was configured to trigger on the laser
coincidence signal, with the laser pulsed at 100Hz and
� ⇡ 2. The Si crystal bias was varied in a staggered man-

Measure ionization
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SENSEI (Charge Readout)

total exposure time and predict not more than 0.5 three-
electron events are 55, 10, and 53, respectively. After
applying these column cuts, we unblind and find the spectra
shown in Fig. 3 (left). We find zero events with three (or
more) electrons in the unblinded data. The final exposures
after all data cuts (in g day) for each quadrant are 0.058,
0.067, and 0.052, respectively, for a total of 0.177 g day.
Periodic-readout data analysis.—We took five sets of

120 k-second-exposure, double-quadrant-readout data. After
applying the data-quality cuts, each dataset is divided into
three images of 200 rows each. To constrain the one-electron
event rate, we apply additional data-selection criteria, which
weredetermined fromanalyzingother 120k-second-exposure

commissioning data. First, we remove all five images that
were read out last, since these have the longest exposure to
the amplifier during readout. We then calculate the rate of
events containing five or fewer electrons inside the masked
regions of the remaining ten images, which we found in
commissioning data to be positively correlated with the
one-electron event rate outside the masked regions. We
took the four images with the lowest rate in the masked
region (since choosing four images gave the best constraint
in the commissioning data), and then measured their
average one-electron event rate outside the masked regions,
finding ð3.51 " 0.10Þ × 10−3 events=pixel=day, with a
90% C.L. upper limit of 3.68 × 10−3 events=pixel=day.
To constrain the two-electron event rate, we take the

observed number of one-electron events in each of the ten
images closest to the amplifier, and calculate the expected
number of two-electron events in each of these images,
assuming a Poisson distribution (the actual two-electron
event rate in the data remained blinded during this pro-
cedure). We find that including the eight images with the
lowest one-electron rate yields the lowest expected 90% C.L.
limit on the two-electron event rate, and an expected ∼6.5
two-electron events. After unblinding these eight images, we
find 21 events and a two-electron event rate of ð3.18þ 0.86

−0.55Þ×
10−5 events=pixel=day. This is more than expected, which
we find is attributable to an insufficient masking of
these high-occupancy images. Nevertheless, we include
all observed two-electron events to find a 90% C.L. upper
limit of 4.27 × 10−5 two-electron events/pixel/day. The
measured exposure (after all cuts) is 0.069 g day. The
observed spectrum of events from these eight images is
shown in Fig. 3 (right). We see no events with 3–100 elec-
trons, and add this periodic-readout data to the continuous-
readout data to constrain DM that produces 3–100 electrons,
for a combined exposure of 0.246 g day.

TABLE I. Efficiencies for the data-selection cuts for the
periodic-readout and continuous-readout datasets, for events with
1–5 electrons. The bottom two rows list the efficiency-corrected
exposures and the number of observed events after cuts, respec-
tively.

Ne

Periodic Continuous

Cuts 1 2 3 3 4 5

1. DM in single
pixel

1 0.62 0.48 0.48 0.41 0.36

2. Nearest neighbor 0.92 0.96
3. Electronic noise 1 ∼1
4. Edge 0.92 0.88
5. Bleeding 0.71 0.98
6. Halo 0.80 0.99
7. Cross talk 0.99 ∼1
8. Bad columns 0.80 0.94
Total efficiency 0.38 0.24 0.18 0.37 0.31 0.28
Eff. expo. [g day] 0.069 0.043 0.033 0.085 0.073 0.064
No. events 2353 21 0 0 0 0
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FIG. 3. Spectra of the recorded events for the continuous-readout (left) and periodic-readout (right) data. For the continuous-readout
data, we show the spectra recorded by the three working amplifiers. The widths of the charge distributions depend on the amplifier
design. The periodic-readout spectrum corresponds to the total number of events found in the eight double-quadrant images used to
constrain the rate of events containing two and more electrons. There are no events with measured charge greater than 2.5 electrons in
either data. Exposures include all efficiencies except for “cut 1” from Table I.
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SENSEI (Charge Readout)

total exposure time and predict not more than 0.5 three-
electron events are 55, 10, and 53, respectively. After
applying these column cuts, we unblind and find the spectra
shown in Fig. 3 (left). We find zero events with three (or
more) electrons in the unblinded data. The final exposures
after all data cuts (in g day) for each quadrant are 0.058,
0.067, and 0.052, respectively, for a total of 0.177 g day.
Periodic-readout data analysis.—We took five sets of

120 k-second-exposure, double-quadrant-readout data. After
applying the data-quality cuts, each dataset is divided into
three images of 200 rows each. To constrain the one-electron
event rate, we apply additional data-selection criteria, which
weredetermined fromanalyzingother 120k-second-exposure

commissioning data. First, we remove all five images that
were read out last, since these have the longest exposure to
the amplifier during readout. We then calculate the rate of
events containing five or fewer electrons inside the masked
regions of the remaining ten images, which we found in
commissioning data to be positively correlated with the
one-electron event rate outside the masked regions. We
took the four images with the lowest rate in the masked
region (since choosing four images gave the best constraint
in the commissioning data), and then measured their
average one-electron event rate outside the masked regions,
finding ð3.51 " 0.10Þ × 10−3 events=pixel=day, with a
90% C.L. upper limit of 3.68 × 10−3 events=pixel=day.
To constrain the two-electron event rate, we take the

observed number of one-electron events in each of the ten
images closest to the amplifier, and calculate the expected
number of two-electron events in each of these images,
assuming a Poisson distribution (the actual two-electron
event rate in the data remained blinded during this pro-
cedure). We find that including the eight images with the
lowest one-electron rate yields the lowest expected 90% C.L.
limit on the two-electron event rate, and an expected ∼6.5
two-electron events. After unblinding these eight images, we
find 21 events and a two-electron event rate of ð3.18þ 0.86

−0.55Þ×
10−5 events=pixel=day. This is more than expected, which
we find is attributable to an insufficient masking of
these high-occupancy images. Nevertheless, we include
all observed two-electron events to find a 90% C.L. upper
limit of 4.27 × 10−5 two-electron events/pixel/day. The
measured exposure (after all cuts) is 0.069 g day. The
observed spectrum of events from these eight images is
shown in Fig. 3 (right). We see no events with 3–100 elec-
trons, and add this periodic-readout data to the continuous-
readout data to constrain DM that produces 3–100 electrons,
for a combined exposure of 0.246 g day.

TABLE I. Efficiencies for the data-selection cuts for the
periodic-readout and continuous-readout datasets, for events with
1–5 electrons. The bottom two rows list the efficiency-corrected
exposures and the number of observed events after cuts, respec-
tively.

Ne

Periodic Continuous

Cuts 1 2 3 3 4 5

1. DM in single
pixel

1 0.62 0.48 0.48 0.41 0.36

2. Nearest neighbor 0.92 0.96
3. Electronic noise 1 ∼1
4. Edge 0.92 0.88
5. Bleeding 0.71 0.98
6. Halo 0.80 0.99
7. Cross talk 0.99 ∼1
8. Bad columns 0.80 0.94
Total efficiency 0.38 0.24 0.18 0.37 0.31 0.28
Eff. expo. [g day] 0.069 0.043 0.033 0.085 0.073 0.064
No. events 2353 21 0 0 0 0
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FIG. 3. Spectra of the recorded events for the continuous-readout (left) and periodic-readout (right) data. For the continuous-readout
data, we show the spectra recorded by the three working amplifiers. The widths of the charge distributions depend on the amplifier
design. The periodic-readout spectrum corresponds to the total number of events found in the eight double-quadrant images used to
constrain the rate of events containing two and more electrons. There are no events with measured charge greater than 2.5 electrons in
either data. Exposures include all efficiencies except for “cut 1” from Table I.
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SENSEI (Charge Readout)

total exposure time and predict not more than 0.5 three-
electron events are 55, 10, and 53, respectively. After
applying these column cuts, we unblind and find the spectra
shown in Fig. 3 (left). We find zero events with three (or
more) electrons in the unblinded data. The final exposures
after all data cuts (in g day) for each quadrant are 0.058,
0.067, and 0.052, respectively, for a total of 0.177 g day.
Periodic-readout data analysis.—We took five sets of

120 k-second-exposure, double-quadrant-readout data. After
applying the data-quality cuts, each dataset is divided into
three images of 200 rows each. To constrain the one-electron
event rate, we apply additional data-selection criteria, which
weredetermined fromanalyzingother 120k-second-exposure

commissioning data. First, we remove all five images that
were read out last, since these have the longest exposure to
the amplifier during readout. We then calculate the rate of
events containing five or fewer electrons inside the masked
regions of the remaining ten images, which we found in
commissioning data to be positively correlated with the
one-electron event rate outside the masked regions. We
took the four images with the lowest rate in the masked
region (since choosing four images gave the best constraint
in the commissioning data), and then measured their
average one-electron event rate outside the masked regions,
finding ð3.51 " 0.10Þ × 10−3 events=pixel=day, with a
90% C.L. upper limit of 3.68 × 10−3 events=pixel=day.
To constrain the two-electron event rate, we take the

observed number of one-electron events in each of the ten
images closest to the amplifier, and calculate the expected
number of two-electron events in each of these images,
assuming a Poisson distribution (the actual two-electron
event rate in the data remained blinded during this pro-
cedure). We find that including the eight images with the
lowest one-electron rate yields the lowest expected 90% C.L.
limit on the two-electron event rate, and an expected ∼6.5
two-electron events. After unblinding these eight images, we
find 21 events and a two-electron event rate of ð3.18þ 0.86

−0.55Þ×
10−5 events=pixel=day. This is more than expected, which
we find is attributable to an insufficient masking of
these high-occupancy images. Nevertheless, we include
all observed two-electron events to find a 90% C.L. upper
limit of 4.27 × 10−5 two-electron events/pixel/day. The
measured exposure (after all cuts) is 0.069 g day. The
observed spectrum of events from these eight images is
shown in Fig. 3 (right). We see no events with 3–100 elec-
trons, and add this periodic-readout data to the continuous-
readout data to constrain DM that produces 3–100 electrons,
for a combined exposure of 0.246 g day.

TABLE I. Efficiencies for the data-selection cuts for the
periodic-readout and continuous-readout datasets, for events with
1–5 electrons. The bottom two rows list the efficiency-corrected
exposures and the number of observed events after cuts, respec-
tively.

Ne

Periodic Continuous

Cuts 1 2 3 3 4 5

1. DM in single
pixel

1 0.62 0.48 0.48 0.41 0.36

2. Nearest neighbor 0.92 0.96
3. Electronic noise 1 ∼1
4. Edge 0.92 0.88
5. Bleeding 0.71 0.98
6. Halo 0.80 0.99
7. Cross talk 0.99 ∼1
8. Bad columns 0.80 0.94
Total efficiency 0.38 0.24 0.18 0.37 0.31 0.28
Eff. expo. [g day] 0.069 0.043 0.033 0.085 0.073 0.064
No. events 2353 21 0 0 0 0
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FIG. 3. Spectra of the recorded events for the continuous-readout (left) and periodic-readout (right) data. For the continuous-readout
data, we show the spectra recorded by the three working amplifiers. The widths of the charge distributions depend on the amplifier
design. The periodic-readout spectrum corresponds to the total number of events found in the eight double-quadrant images used to
constrain the rate of events containing two and more electrons. There are no events with measured charge greater than 2.5 electrons in
either data. Exposures include all efficiencies except for “cut 1” from Table I.
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CDMS-HVeV (Charge Readout)
4

ner, increasing by 20V, then decreasing by 10V. Data
were acquired at both the increasing and decreasing steps
after allowing the detector to stabilize for 1 minute. This
staggering enabled the study of a 10V pre-bias on the
charge leakage of the detector. The energy spectrum of
the charge leakage was determined by scanning the first
half of each trace for pulses using the optimal filter. The
resulting charge leakage spectrum is thus independent of
the physical trigger threshold.

The measured event rate above 0.8 e�h+ pairs as
a function of crystal bias, largely dominated by non-
quantized SGIR at lower voltages, is shown in Fig. 2.
The event rate was ⇠2 Hz up to ±140 V (±120 V) for
pre-biased (non-pre-biased) data. This event rate is 10⇥
smaller than achieved previously, demonstrating the ef-
ficacy of our SGIR mitigations. Above this voltage, the
quantized leakage rate increased, indicative of increased
surface tunneling at the electrodes (as opposed to auto-
ionization in the bulk). Full breakdown occurred around
180 V, corresponding to a field strength of ⇠450 V/cm
in the crystal bulk and in excess of ⇠1 kV/cm near the
electrode plane.

For the science exposure, the detector was pre-biased
to �160V for five minutes and then biased to �140V for
a minute prior to data collection to allow the detector to
settle. The pre-bias was performed after each data series
was acquired to ensure low charge leakage throughout
the acquisition. As shown in Fig. 2, the event rate varied
between 0.2–3 Hz above 0.8 e�h+ pairs.

DATA SELECTION

From the initial 27.4 hours of raw exposure at a de-
tector bias voltage of �140V, a science exposure of 16.1
hours was selected based on detector performance and
consistent background event rate. Live time and trigger
e�ciency were computed using the laser repetition rate
and the total expected number of laser events based on
the Poisson distribution of the observed laser peaks. The
time associated with the observed laser events was de-
ducted from the live time. This method allowed us to
account for time variation in the energy-dependent trig-
ger e�ciency due to changes in noise environment. We
verified that this method was consistent with live-time
calculations using time stamps from calibration data. An
exposure of 12.6 hours passed the initial, trigger- and
leakage-burst cuts, yielding a science exposure of 0.49 g d
for the 0.93 g detector.

The cut e�ciency for the live time and goodness of fit
cut (a basic �2 test) as a function of the number of e�h+

pairs, neh, can be seen in Fig. 3, along with the laser
and background spectra obtained after application of the
quality and live time cuts. All of our cuts were designed
to have very high e�ciency, and only remove events in-
consistent with the detector response, and as such are

FIG. 3. Top: Event rate for calibration (black) and science
exposure (magenta) with live time and quality cuts applied.
Also shown are an impact ionization background Monte Carlo
model (orange), and the signal distribution for an excluded
dark photon model (dotted line) assuming mV = 9.4 eV and
"e↵ = 5 · 10�13 (" ⇡ 2 · "e↵ at 9.4 eV); the ERDM signals ex-

cluded have a similar form. Bottom: Measured cut e�ciency
as a function of number of e�h+ pairs along with the e�-
ciency model used in sensitivity estimates. The dashed line
in both plots shows the 50% analysis e�ciency at 0.7 e�h+

pairs.

conservative. A simple background model of bulk and
surface charge leakage with impact ionization, shown in
Fig. 3, is an excellent fit to the data below 2 e�h+ pairs.
More complex background models are expected to be ca-
pable of fitting the events above 2 e�h+ pairs.

CONSTRAINTS ON NEW PHYSICS

We used the final 0.49 g d of exposure coupled with the
cut-e�ciency model in Fig. 3 to set limits on dark pho-
tons and ERDM. The dark photon signal model assumes
kinetic mixing between the dark photon and the SM pho-
ton. The subsequent interaction of the SM photon with
the material was computed according to tabulated pho-
toelectric cross sections, giving the approximate event
rate [17]

R = Vdet
⇢DM

mV
"2e↵(mV , �̃)�1(mV ), (1)

where Vdet is the detector volume, ⇢DM/mV is the num-
ber density of DM (for this paper we assume ⇢DM ⇠
0.3 GeVc�2cm�3 [29]), mV is the dark photon mass, "e↵
is the e↵ective kinetic mixing angle, �̃ is the complex con-
ductivity, and �1(mV ) = Re(�̃(mV )) is computed from
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CDMS-HVeV (Charge Readout)
4

ner, increasing by 20V, then decreasing by 10V. Data
were acquired at both the increasing and decreasing steps
after allowing the detector to stabilize for 1 minute. This
staggering enabled the study of a 10V pre-bias on the
charge leakage of the detector. The energy spectrum of
the charge leakage was determined by scanning the first
half of each trace for pulses using the optimal filter. The
resulting charge leakage spectrum is thus independent of
the physical trigger threshold.

The measured event rate above 0.8 e�h+ pairs as
a function of crystal bias, largely dominated by non-
quantized SGIR at lower voltages, is shown in Fig. 2.
The event rate was ⇠2 Hz up to ±140 V (±120 V) for
pre-biased (non-pre-biased) data. This event rate is 10⇥
smaller than achieved previously, demonstrating the ef-
ficacy of our SGIR mitigations. Above this voltage, the
quantized leakage rate increased, indicative of increased
surface tunneling at the electrodes (as opposed to auto-
ionization in the bulk). Full breakdown occurred around
180 V, corresponding to a field strength of ⇠450 V/cm
in the crystal bulk and in excess of ⇠1 kV/cm near the
electrode plane.

For the science exposure, the detector was pre-biased
to �160V for five minutes and then biased to �140V for
a minute prior to data collection to allow the detector to
settle. The pre-bias was performed after each data series
was acquired to ensure low charge leakage throughout
the acquisition. As shown in Fig. 2, the event rate varied
between 0.2–3 Hz above 0.8 e�h+ pairs.

DATA SELECTION

From the initial 27.4 hours of raw exposure at a de-
tector bias voltage of �140V, a science exposure of 16.1
hours was selected based on detector performance and
consistent background event rate. Live time and trigger
e�ciency were computed using the laser repetition rate
and the total expected number of laser events based on
the Poisson distribution of the observed laser peaks. The
time associated with the observed laser events was de-
ducted from the live time. This method allowed us to
account for time variation in the energy-dependent trig-
ger e�ciency due to changes in noise environment. We
verified that this method was consistent with live-time
calculations using time stamps from calibration data. An
exposure of 12.6 hours passed the initial, trigger- and
leakage-burst cuts, yielding a science exposure of 0.49 g d
for the 0.93 g detector.

The cut e�ciency for the live time and goodness of fit
cut (a basic �2 test) as a function of the number of e�h+

pairs, neh, can be seen in Fig. 3, along with the laser
and background spectra obtained after application of the
quality and live time cuts. All of our cuts were designed
to have very high e�ciency, and only remove events in-
consistent with the detector response, and as such are

FIG. 3. Top: Event rate for calibration (black) and science
exposure (magenta) with live time and quality cuts applied.
Also shown are an impact ionization background Monte Carlo
model (orange), and the signal distribution for an excluded
dark photon model (dotted line) assuming mV = 9.4 eV and
"e↵ = 5 · 10�13 (" ⇡ 2 · "e↵ at 9.4 eV); the ERDM signals ex-

cluded have a similar form. Bottom: Measured cut e�ciency
as a function of number of e�h+ pairs along with the e�-
ciency model used in sensitivity estimates. The dashed line
in both plots shows the 50% analysis e�ciency at 0.7 e�h+

pairs.

conservative. A simple background model of bulk and
surface charge leakage with impact ionization, shown in
Fig. 3, is an excellent fit to the data below 2 e�h+ pairs.
More complex background models are expected to be ca-
pable of fitting the events above 2 e�h+ pairs.

CONSTRAINTS ON NEW PHYSICS

We used the final 0.49 g d of exposure coupled with the
cut-e�ciency model in Fig. 3 to set limits on dark pho-
tons and ERDM. The dark photon signal model assumes
kinetic mixing between the dark photon and the SM pho-
ton. The subsequent interaction of the SM photon with
the material was computed according to tabulated pho-
toelectric cross sections, giving the approximate event
rate [17]

R = Vdet
⇢DM

mV
"2e↵(mV , �̃)�1(mV ), (1)

where Vdet is the detector volume, ⇢DM/mV is the num-
ber density of DM (for this paper we assume ⇢DM ⇠
0.3 GeVc�2cm�3 [29]), mV is the dark photon mass, "e↵
is the e↵ective kinetic mixing angle, �̃ is the complex con-
ductivity, and �1(mV ) = Re(�̃(mV )) is computed from
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FIG. 3: Energy spectrum of the events selected for the DM
search (black). The thick blue (orange) histogram is the sim-
ulation of the signal excluded at 90% C.L. for a DM parti-
cle with a mass of 10 (0.5) MeV/c2, and FDM = 1/q2. The
thin-line histograms of the same color represent the individual
contributions of 1 to 5 electron-hole pairs. The correspond-
ing ROIs used to set the upper limits are shown as shaded
intervals using the same color code.

vesc= 544 km/s and an asymptotic circular velocity v0=
220 km/s [25, 26]. The momentum-transfer q dependence
of the interaction is described by the form factor FDM .
The crystal form factor fc is related to the probability
that a momentum transfer q yields an electron transition
of energy Ee, given the details of the Ge crystal band
structure. It is computed with the QEdark module [7] of
the Quantum ESPRESSO package [27].

For the search of a dark photon, its absorption rate per
unit time and target mass is calculated according to [6]:

R =
1

⇢

⇢DM

mV
2
e↵(mV , �̃)�1(mV ), (2)

where mV is the dark photon mass and the expected
signal is a mono-energetic electron transition of energy
Ee = mV c2. e↵ is the e↵ective mixing angle which is
linearly proportional to the kinetic mixing parameter 
between the Standard Model (SM) photon and its hid-
den counterpart, and �1 is the real part of the complex
conductivity �̃. In Ge, the temperature dependence of �̃
above 1 eV is small, allowing us to use the room temper-
ature data from [6] down to 1 eV/c2.

The signal recorded in the detector, calibrated in
eVee, is E = (Ee +N�V/✏)/(1 +�V/✏), thus requiring
a discrete distribution function to ascribe a probability
P (N |Ee) of producing N electron-hole pairs following an
electron transition of energy Ee. A variety of ionization
models have been proposed [7, 12, 28]. Here, we use
the ionization model of [12] (with F=0.15) in order
to facilitate the comparison of our results with those
obtained with this Si phonon-mediated detector.

FIG. 4: 90% C.L. upper limit on the cross section for the
scattering of DM particles on electrons, assuming a heavy (top
panel) or light (middle panel) mediator. Bottom: 90% C.L.
upper limit on the kinetic mixing  of a dark photon. The
results from the present work are shown as the red line. The
shaded red band and dotted red line represent alternative
charge distribution models (see text). Also shown are con-
straints from other direct detection experiments [7, 9–12, 29],
and solar constraints [30, 31].
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FIG. 3: Energy spectrum of the events selected for the DM
search (black). The thick blue (orange) histogram is the sim-
ulation of the signal excluded at 90% C.L. for a DM parti-
cle with a mass of 10 (0.5) MeV/c2, and FDM = 1/q2. The
thin-line histograms of the same color represent the individual
contributions of 1 to 5 electron-hole pairs. The correspond-
ing ROIs used to set the upper limits are shown as shaded
intervals using the same color code.

vesc= 544 km/s and an asymptotic circular velocity v0=
220 km/s [25, 26]. The momentum-transfer q dependence
of the interaction is described by the form factor FDM .
The crystal form factor fc is related to the probability
that a momentum transfer q yields an electron transition
of energy Ee, given the details of the Ge crystal band
structure. It is computed with the QEdark module [7] of
the Quantum ESPRESSO package [27].

For the search of a dark photon, its absorption rate per
unit time and target mass is calculated according to [6]:

R =
1

⇢

⇢DM

mV
2
e↵(mV , �̃)�1(mV ), (2)

where mV is the dark photon mass and the expected
signal is a mono-energetic electron transition of energy
Ee = mV c2. e↵ is the e↵ective mixing angle which is
linearly proportional to the kinetic mixing parameter 
between the Standard Model (SM) photon and its hid-
den counterpart, and �1 is the real part of the complex
conductivity �̃. In Ge, the temperature dependence of �̃
above 1 eV is small, allowing us to use the room temper-
ature data from [6] down to 1 eV/c2.

The signal recorded in the detector, calibrated in
eVee, is E = (Ee +N�V/✏)/(1 +�V/✏), thus requiring
a discrete distribution function to ascribe a probability
P (N |Ee) of producing N electron-hole pairs following an
electron transition of energy Ee. A variety of ionization
models have been proposed [7, 12, 28]. Here, we use
the ionization model of [12] (with F=0.15) in order
to facilitate the comparison of our results with those
obtained with this Si phonon-mediated detector.

FIG. 4: 90% C.L. upper limit on the cross section for the
scattering of DM particles on electrons, assuming a heavy (top
panel) or light (middle panel) mediator. Bottom: 90% C.L.
upper limit on the kinetic mixing  of a dark photon. The
results from the present work are shown as the red line. The
shaded red band and dotted red line represent alternative
charge distribution models (see text). Also shown are con-
straints from other direct detection experiments [7, 9–12, 29],
and solar constraints [30, 31].
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After applying these image processing and pixel selec-
tion procedures, we calculate the mean value of pixels
hpi in each row over the 38 images of the data set (Fig.
1). Rows 43 and higher correspond to the y overscan,
where hpi is consistent with zero. CCD data are con-
tained in the first 42 rows of the image, where an o↵set
is clearly present due to charge collected by the pixels.
CCD numbers 2, 6 and 7 present a significantly higher
leakage current that is non-uniform across the rows. This
is likely due to external sources — e.g. optical or IR
photons in the vessel — and inconsistent with DM which
would produce charge uniformly distributed throughout
the pixel array. Thus these CCDs are not considered any
further in this analysis. For the four remaining CCDs,
the analysis is restricted to rows 1-36 where hpi is found
to be constant within uncertainty. The final selected re-
gion includes ⇡ 3.2⇥106 pixels for each of the four CCDs,

with their corresponding pixel value distributions shown
in Fig. 2. The total equivalent exposure of the search is
200 g d.

The distribution of pixel values in a CCD is shown
in Fig. 2 and is modeled by the function ⇧(p), which
comes from the convolution of the pixel charge with the
pixel readout noise. We take the pixel charge to be the
sum of a Poisson-distributed leakage current � accumu-
lated during the exposure and a DM signal S obtained
from Eq. 1. The readout noise is parametrized from
the pixel value distribution of blanks and overscans, and
found to be well-described by the convolution of a Pois-
son with average �d and a Gaussian of standard deviation
�pix. This parametrization reflects the presence of non-
Gaussian features in the noise distribution. The pixel
value distribution for a given CCD is then derived as:
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1X
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with ntot = nc + nl ; �tot = �d + � , (3)

where N is the number of pixels in the dataset, nc is
the number of charges in a pixel from the DM signal and
leakage current, nl is the number of charges in a pixel
from readout shot noise, ⌦ is the e�to ADU calibration
constant, and µ0 is an o↵set accounting for pedestal sub-
traction. The noise parameters �pix, �d and µ0 reported
in Table I were determined from a fit of the blank and
y-overscan. We then perform a maximum likelihood fit
of the data to the leakage-only model (i.e. no contribu-
tion from DM-e� interactions, corresponding to S(0) = 1
and S(j � 1) = 0) with �pix and µ0 as Gaussian penalty
terms. The leakage current parameter � derived from the
leakage-only best-fit value of �tot is reported in Table I;
�pix and µ0 from the constrained fit were found to be
consistent with the blank and y-overscan values. Notice
that � represents an upper limit to the leakage current,
with � = 1.0 e�mm�2 d�1 (⇡ 2⇥10�22 Acm�2) for CCD
4, the lowest ever measured in a silicon device.

The DM signal is computed using Eq. 1. We obtain
the distribution of fc(q, Ee) from the binned output of the
QEDark [9, 10] module written for the QuantumEspresso
[11] DFT code. To compute ⌘ we assume halo parame-
ters of dark matter density ⇢DM = 0.3 GeV c�2 cm�3,
isothermal Maxwellian velocity distribution with escape
velocity vesc = 544 km s�1 and mean v0 = 220 km s�1,
and periodic Earth motion with mean velocity vE =

TABLE I. Relevant parameters used in modeling the pixel
value distribution, with statistical uncertainty in parentheses.
The first three columns correspond to the fit of blank and
overscans, while the last column to the leakage-only fit to
data.

CCD n. �pix �d µ0 � = �tot � �d

[e�] [e� mm�2 img�1] [e�] [e� mm�2 d�1]
1 1.628(1) 8.2(2) -0.185(3) 2.8(2)
3 1.572(1) 7.8(2) -0.160(4) 1.7(2)
4 1.594(1) 10.0(2) -0.219(4) 1.0(2)
5 1.621(1) 8.5(2) -0.183(4) 2.0(2)

232 km s�1 [12]. The resulting ionization rate dR/dEe is
then discretized into dR/dne, where ne is the number of
ionization charges. For this purpose we use Monte-Carlo-
derived probabilities P (ne|Ee) to produce electron-hole
pairs, informed from studies in Ref. [13], with the as-
sumption that the initial energy deposit is split randomly
between the e-h pair. Measurements of direct charge in-
jection [14, 15] validate the quantum yield of these pre-
scriptions for deposits < 5 eV; these prescriptions also
match the Fano factor [16] measured with similar CCDs
in Ref. [17]. The ionization rate is then obtained from

dR/dne =

Z
dEeP (ne|Ee)(dR/dEe). Lastly, the e↵ect

DAMIC (Charge Readout)

2 km detector depth 1.2 e resolution
200 gram day exposure100 K temperature

They report a low “dark count” rate 

which is surprisingly in the ballpark of what we had originally envisioned for the gravitational DM detector. Since

the neutrino’s position is spread out over a position of order �⌫ , the classical argument fails: even for a ⇠ mm

impact parameter, it is conceivable that C⌫B neutrinos exert tiny forces on macroscopic objects.

For a cubic detector with area A, the rate of C⌫B neutrinos passing through is
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so a zeroth order issue is the huge flux of particles passing through even if the detector is very small.

Generalizing the impulse transfer calculation from the earlier paper, we note that the force from a Yukawa

potential is
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so the transverse momentum exchange signal over a time interval ⌧ is
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5 Dipole Bonanza

Unlike in the previous sections, here we assume that the interaction between the DM and the test mass arises from

a dipole-dipole or a dipole-monopole interaction. Since it is generically problematic for the macroscopic detector to

carry a net charge, we reserve the second case (dipole-monopole) for tests of millicharged DM which can interact

with the net polarization of a material object.

⇠ 10
�3
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5.1 Dipole-Dipole
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After applying these image processing and pixel selec-
tion procedures, we calculate the mean value of pixels
hpi in each row over the 38 images of the data set (Fig.
1). Rows 43 and higher correspond to the y overscan,
where hpi is consistent with zero. CCD data are con-
tained in the first 42 rows of the image, where an o↵set
is clearly present due to charge collected by the pixels.
CCD numbers 2, 6 and 7 present a significantly higher
leakage current that is non-uniform across the rows. This
is likely due to external sources — e.g. optical or IR
photons in the vessel — and inconsistent with DM which
would produce charge uniformly distributed throughout
the pixel array. Thus these CCDs are not considered any
further in this analysis. For the four remaining CCDs,
the analysis is restricted to rows 1-36 where hpi is found
to be constant within uncertainty. The final selected re-
gion includes ⇡ 3.2⇥106 pixels for each of the four CCDs,

with their corresponding pixel value distributions shown
in Fig. 2. The total equivalent exposure of the search is
200 g d.

The distribution of pixel values in a CCD is shown
in Fig. 2 and is modeled by the function ⇧(p), which
comes from the convolution of the pixel charge with the
pixel readout noise. We take the pixel charge to be the
sum of a Poisson-distributed leakage current � accumu-
lated during the exposure and a DM signal S obtained
from Eq. 1. The readout noise is parametrized from
the pixel value distribution of blanks and overscans, and
found to be well-described by the convolution of a Pois-
son with average �d and a Gaussian of standard deviation
�pix. This parametrization reflects the presence of non-
Gaussian features in the noise distribution. The pixel
value distribution for a given CCD is then derived as:

⇧(p) = N
1X
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with ntot = nc + nl ; �tot = �d + � , (3)

where N is the number of pixels in the dataset, nc is
the number of charges in a pixel from the DM signal and
leakage current, nl is the number of charges in a pixel
from readout shot noise, ⌦ is the e�to ADU calibration
constant, and µ0 is an o↵set accounting for pedestal sub-
traction. The noise parameters �pix, �d and µ0 reported
in Table I were determined from a fit of the blank and
y-overscan. We then perform a maximum likelihood fit
of the data to the leakage-only model (i.e. no contribu-
tion from DM-e� interactions, corresponding to S(0) = 1
and S(j � 1) = 0) with �pix and µ0 as Gaussian penalty
terms. The leakage current parameter � derived from the
leakage-only best-fit value of �tot is reported in Table I;
�pix and µ0 from the constrained fit were found to be
consistent with the blank and y-overscan values. Notice
that � represents an upper limit to the leakage current,
with � = 1.0 e�mm�2 d�1 (⇡ 2⇥10�22 Acm�2) for CCD
4, the lowest ever measured in a silicon device.

The DM signal is computed using Eq. 1. We obtain
the distribution of fc(q, Ee) from the binned output of the
QEDark [9, 10] module written for the QuantumEspresso
[11] DFT code. To compute ⌘ we assume halo parame-
ters of dark matter density ⇢DM = 0.3 GeV c�2 cm�3,
isothermal Maxwellian velocity distribution with escape
velocity vesc = 544 km s�1 and mean v0 = 220 km s�1,
and periodic Earth motion with mean velocity vE =

TABLE I. Relevant parameters used in modeling the pixel
value distribution, with statistical uncertainty in parentheses.
The first three columns correspond to the fit of blank and
overscans, while the last column to the leakage-only fit to
data.

CCD n. �pix �d µ0 � = �tot � �d

[e�] [e� mm�2 img�1] [e�] [e� mm�2 d�1]
1 1.628(1) 8.2(2) -0.185(3) 2.8(2)
3 1.572(1) 7.8(2) -0.160(4) 1.7(2)
4 1.594(1) 10.0(2) -0.219(4) 1.0(2)
5 1.621(1) 8.5(2) -0.183(4) 2.0(2)

232 km s�1 [12]. The resulting ionization rate dR/dEe is
then discretized into dR/dne, where ne is the number of
ionization charges. For this purpose we use Monte-Carlo-
derived probabilities P (ne|Ee) to produce electron-hole
pairs, informed from studies in Ref. [13], with the as-
sumption that the initial energy deposit is split randomly
between the e-h pair. Measurements of direct charge in-
jection [14, 15] validate the quantum yield of these pre-
scriptions for deposits < 5 eV; these prescriptions also
match the Fano factor [16] measured with similar CCDs
in Ref. [17]. The ionization rate is then obtained from

dR/dne =

Z
dEeP (ne|Ee)(dR/dEe). Lastly, the e↵ect

DAMIC (Charge Readout)

1) Uses a different ionization model from others 

2) Reports “dark counts” based on likelihood analysis   
Prior: all events treated as “dark count” BG
Could be misattributing would-be signal

Our interpretation: conservative upper bound ~ 7 Hz/kg 
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Readout Type Target Resolution Exposure Threshold Excess Rate (Hz/kg) Depth Reference

Charge (Ee)

Ge 1.6 e� 80 g · d 0.5 eVee (⇠1e�)a [20, 100] 1.7 km EDELWEISS [6]
Si ⇠0.2 e� 0.18 g · d 1.2 eVee (<1 e�) [6, 400] 100 m SENSEI [4]
Si 0.1 e� 0.5 g · d 1.2 eVee (<1 e�) [10, 2000] ⇠1 m CDMS HVeV [3]
Si 1.6 e� 200 g · d 1.2 eVee (⇠1e�) [1 ⇥10�3, 7] 2 km DAMIC [7]

Energy (Edet)
Ge 18 eV 200 g · d 60 eV > 2 ⇠1 m EDELWEISS [1]

CaWO4 4.6 eV 3600 g · d 30 eV > 3 ⇥10�3 1.4 km CRESST-III [2]
Al2O3 3.8 eV 0.046 g · d 20 eV > 30 ⇠1 m ⌫CLEUS [8]

Photo e�

Xe 6.7 PE (⇠ 0.25 e�) 15 kg · d 12.1 eVee (⇠14 PE) [0.5, 3] ⇥10�4 1.4 km XENON10 [5, 9]
Xe 6.2 PE (⇠ 0.31 e�) 30 kg · yr ⇠70 eVee (⇠80 PE) > 2.2 ⇥10�5 1.4 km XENON100 [5]
Xe < 10 PE 60 kg · yr ⇠140 eVee (⇠90 PE) > 1.7 ⇥10�6 1.4 km XENON1T [10]
Ar ⇠15 PE (⇠ 0.5 e�) 6780 kg · d 50 eVee > 6 ⇥10�4 1.4 km Darkside50 [11]

a There is a very small but non-zero sensitivity to single electrons that, when the large exposure is taken into account, becomes
comparable in sensitivity to the other electron recoil experiments.

TABLE I. Rates of observed low-energy excesses in experiments with single electron (<100 eV) charge (energy) resolutions.
Lower bounds on the rate are given by integrating the rate above 2e� (or above threshold) whereas upper bounds are given
by assuming that the entire 1e� rate is of the same origin, despite likely containing large experiment-specific backgrounds (see
Appendix A for a discussion). Experiments sensitive to charge energy Ee are in the top section of the table, while experiments
sensitive to total detector energy Edet are in the middle section. The bottom section lists experiments sensitive to secondary
radiation produced by charge interactions. The main coincidence reported here is that the excesses for ne � 2 across the first
three charge detectors (⇠10 Hz/kg) demonstrate nearly identical rates for their ne � 2 bins – 20, 6, and 10 Hz/kg – despite
spanning ⇠ 2 km of variation in overburden and almost three orders of magnitude in exposure. The total rate observed in the
DAMIC detector is much lower, but the upper bound (7 Hz/kg) is intriguingly of the same order of magnitude.

(see Appendix A). An excess rate can either be inter-
preted as the number of events with two electrons exceed-
ing this prediction, or the overall dark rate, interpreted
as a limit on a putative signal rate.

CDMS HVeV/SENSEI: The successful demonstra-
tion of single-electron thresholds in Si detectors by
CDMS HVeV [3] and SENSEI [4] led to a leap forward in
electron recoil sensitivity to low-mass DM. Both experi-
ments observed a roughly Hz/g dark rate in the single
electron bin, and only ran for less than a gram-day of
exposure. The relative similarity of the event rates was
striking, but was considered to be a temporary coinci-
dence that would soon be resolved as one of the exper-
iments improved on their single electron dark rates. It
is notable that neither experiment has demonstrated an
improved dark rate as of this writing, which may point to
a dark rate which is independent of detector environment
and is not reduced with additional overburden.

EDELWEISS: Subsequently, the first electron recoil
analysis in Ge was released by EDELWEISS [6]; intrigu-
ingly, the observed event rate is within an order of mag-
nitude of the Si rates, despite exposures di↵ering by a
factor of 400 among the three experiments, and the fact
that the EDELWEISS search was conducted with signif-
icantly greater overburden. Further investigation reveals
that the event rate per unit mass in the 2–3 electron bins
is remarkably similar between the three experiments, the
Ge rate being only roughly twice the Si rate.

DAMIC: Finally, the latest DAMIC [7] limit is stronger
than the other ER limits, as explained by the significantly
reduced dark rate in the single electron bin compared
to other silicon detectors. The ER analysis presented
by DAMIC does not have single-electron resolution and

instead assumes Poisson-distributed dark counts, from
which we extract a robust upper bound on the 1e� bin
and an inferred lower bound on the 2e� bin. The DAMIC
data is most in tension with the narrative presented here,
indicating a source of events in CDMS HVeV and SEN-
SEI that is absent in the DAMIC detector. Regardless,
we would like to emphasize that the origin of the dark
current in DAMIC remains unknown and could still be
consistent with some realizations of the interpretation
presented here.

XENON 10/100/1T: At face value, a DM-electron
scattering interpretation in the semiconductor detectors
is strongly inconsistent with results from XENON10 [9],
which sees a far smaller event rate, even accounting for
the higher threshold. We also list observed event rates at
the bottom of Table I for several noble liquid experiments
with phototube readout; of these, only XENON10 is able
to sample the single charge rate because its threshold is
below the average energy (13.7 eV) needed to produce
one quantum of charge in xenon [23]. The observed event
rates in these experiments are much lower than that ob-
served by semiconductor experiments, and thus any con-
sistent interpretation of those signals must explain this
discrepancy. A significant observation, however, is that
all of these experiments observe unexplained excesses at
low energy, as shown in Tab. I.3 Intriguingly, the ob-
served excess rates per unit detector mass in XENON10,

3 We note that a recent result using phototube readout of EJ-301
scintillator reports a total rate of about 14 Hz/kg [24], much
larger than the noble liquid rates and comparable to the semi-
conductor rates. However, since this experiment was the first
demonstration of a new technique for light DM searches and was

Different Depths 

Different Exposures 
Different Composition 
Different Temperatures 
Different Pressures 

Unlike nuclear recoil: these are integrated total rates!
Semiconductors have tiny thresholds

Different Shielding 

Intriguing coincidence of rates 
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Readout Type Target Resolution Exposure Threshold Excess Rate (Hz/kg) Depth Reference

Charge (Ee)

Ge 1.6 e� 80 g · d 0.5 eVee (⇠1e�)a [20, 100] 1.7 km EDELWEISS [6]
Si ⇠0.2 e� 0.18 g · d 1.2 eVee (<1 e�) [6, 400] 100 m SENSEI [4]
Si 0.1 e� 0.5 g · d 1.2 eVee (<1 e�) [10, 2000] ⇠1 m CDMS HVeV [3]
Si 1.6 e� 200 g · d 1.2 eVee (⇠1e�) [1 ⇥10�3, 7] 2 km DAMIC [7]

Energy (Edet)
Ge 18 eV 200 g · d 60 eV > 2 ⇠1 m EDELWEISS [1]

CaWO4 4.6 eV 3600 g · d 30 eV > 3 ⇥10�3 1.4 km CRESST-III [2]
Al2O3 3.8 eV 0.046 g · d 20 eV > 30 ⇠1 m ⌫CLEUS [8]

Photo e�

Xe 6.7 PE (⇠ 0.25 e�) 15 kg · d 12.1 eVee (⇠14 PE) [0.5, 3] ⇥10�4 1.4 km XENON10 [5, 9]
Xe 6.2 PE (⇠ 0.31 e�) 30 kg · yr ⇠70 eVee (⇠80 PE) > 2.2 ⇥10�5 1.4 km XENON100 [5]
Xe < 10 PE 60 kg · yr ⇠140 eVee (⇠90 PE) > 1.7 ⇥10�6 1.4 km XENON1T [10]
Ar ⇠15 PE (⇠ 0.5 e�) 6780 kg · d 50 eVee > 6 ⇥10�4 1.4 km Darkside50 [11]

a There is a very small but non-zero sensitivity to single electrons that, when the large exposure is taken into account, becomes
comparable in sensitivity to the other electron recoil experiments.

TABLE I. Rates of observed low-energy excesses in experiments with single electron (<100 eV) charge (energy) resolutions.
Lower bounds on the rate are given by integrating the rate above 2e� (or above threshold) whereas upper bounds are given
by assuming that the entire 1e� rate is of the same origin, despite likely containing large experiment-specific backgrounds (see
Appendix A for a discussion). Experiments sensitive to charge energy Ee are in the top section of the table, while experiments
sensitive to total detector energy Edet are in the middle section. The bottom section lists experiments sensitive to secondary
radiation produced by charge interactions. The main coincidence reported here is that the excesses for ne � 2 across the first
three charge detectors (⇠10 Hz/kg) demonstrate nearly identical rates for their ne � 2 bins – 20, 6, and 10 Hz/kg – despite
spanning ⇠ 2 km of variation in overburden and almost three orders of magnitude in exposure. The total rate observed in the
DAMIC detector is much lower, but the upper bound (7 Hz/kg) is intriguingly of the same order of magnitude.

(see Appendix A). An excess rate can either be inter-
preted as the number of events with two electrons exceed-
ing this prediction, or the overall dark rate, interpreted
as a limit on a putative signal rate.

CDMS HVeV/SENSEI: The successful demonstra-
tion of single-electron thresholds in Si detectors by
CDMS HVeV [3] and SENSEI [4] led to a leap forward in
electron recoil sensitivity to low-mass DM. Both experi-
ments observed a roughly Hz/g dark rate in the single
electron bin, and only ran for less than a gram-day of
exposure. The relative similarity of the event rates was
striking, but was considered to be a temporary coinci-
dence that would soon be resolved as one of the exper-
iments improved on their single electron dark rates. It
is notable that neither experiment has demonstrated an
improved dark rate as of this writing, which may point to
a dark rate which is independent of detector environment
and is not reduced with additional overburden.

EDELWEISS: Subsequently, the first electron recoil
analysis in Ge was released by EDELWEISS [6]; intrigu-
ingly, the observed event rate is within an order of mag-
nitude of the Si rates, despite exposures di↵ering by a
factor of 400 among the three experiments, and the fact
that the EDELWEISS search was conducted with signif-
icantly greater overburden. Further investigation reveals
that the event rate per unit mass in the 2–3 electron bins
is remarkably similar between the three experiments, the
Ge rate being only roughly twice the Si rate.

DAMIC: Finally, the latest DAMIC [7] limit is stronger
than the other ER limits, as explained by the significantly
reduced dark rate in the single electron bin compared
to other silicon detectors. The ER analysis presented
by DAMIC does not have single-electron resolution and

instead assumes Poisson-distributed dark counts, from
which we extract a robust upper bound on the 1e� bin
and an inferred lower bound on the 2e� bin. The DAMIC
data is most in tension with the narrative presented here,
indicating a source of events in CDMS HVeV and SEN-
SEI that is absent in the DAMIC detector. Regardless,
we would like to emphasize that the origin of the dark
current in DAMIC remains unknown and could still be
consistent with some realizations of the interpretation
presented here.

XENON 10/100/1T: At face value, a DM-electron
scattering interpretation in the semiconductor detectors
is strongly inconsistent with results from XENON10 [9],
which sees a far smaller event rate, even accounting for
the higher threshold. We also list observed event rates at
the bottom of Table I for several noble liquid experiments
with phototube readout; of these, only XENON10 is able
to sample the single charge rate because its threshold is
below the average energy (13.7 eV) needed to produce
one quantum of charge in xenon [23]. The observed event
rates in these experiments are much lower than that ob-
served by semiconductor experiments, and thus any con-
sistent interpretation of those signals must explain this
discrepancy. A significant observation, however, is that
all of these experiments observe unexplained excesses at
low energy, as shown in Tab. I.3 Intriguingly, the ob-
served excess rates per unit detector mass in XENON10,

3 We note that a recent result using phototube readout of EJ-301
scintillator reports a total rate of about 14 Hz/kg [24], much
larger than the noble liquid rates and comparable to the semi-
conductor rates. However, since this experiment was the first
demonstration of a new technique for light DM searches and was

Many others also observe excesses
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Readout Type Target Resolution Exposure Threshold Excess Rate (Hz/kg) Depth Reference

Charge (Ee)

Ge 1.6 e� 80 g · d 0.5 eVee (⇠1e�)a [20, 100] 1.7 km EDELWEISS [6]
Si ⇠0.2 e� 0.18 g · d 1.2 eVee (<1 e�) [6, 400] 100 m SENSEI [4]
Si 0.1 e� 0.5 g · d 1.2 eVee (<1 e�) [10, 2000] ⇠1 m CDMS HVeV [3]
Si 1.6 e� 200 g · d 1.2 eVee (⇠1e�) [1 ⇥10�3, 7] 2 km DAMIC [7]

Energy (Edet)
Ge 18 eV 200 g · d 60 eV > 2 ⇠1 m EDELWEISS [1]

CaWO4 4.6 eV 3600 g · d 30 eV > 3 ⇥10�3 1.4 km CRESST-III [2]
Al2O3 3.8 eV 0.046 g · d 20 eV > 30 ⇠1 m ⌫CLEUS [8]

Photo e�

Xe 6.7 PE (⇠ 0.25 e�) 15 kg · d 12.1 eVee (⇠14 PE) [0.5, 3] ⇥10�4 1.4 km XENON10 [5, 9]
Xe 6.2 PE (⇠ 0.31 e�) 30 kg · yr ⇠70 eVee (⇠80 PE) > 2.2 ⇥10�5 1.4 km XENON100 [5]
Xe < 10 PE 60 kg · yr ⇠140 eVee (⇠90 PE) > 1.7 ⇥10�6 1.4 km XENON1T [10]
Ar ⇠15 PE (⇠ 0.5 e�) 6780 kg · d 50 eVee > 6 ⇥10�4 1.4 km Darkside50 [11]

a There is a very small but non-zero sensitivity to single electrons that, when the large exposure is taken into account, becomes
comparable in sensitivity to the other electron recoil experiments.

TABLE I. Rates of observed low-energy excesses in experiments with single electron (<100 eV) charge (energy) resolutions.
Lower bounds on the rate are given by integrating the rate above 2e� (or above threshold) whereas upper bounds are given
by assuming that the entire 1e� rate is of the same origin, despite likely containing large experiment-specific backgrounds (see
Appendix A for a discussion). Experiments sensitive to charge energy Ee are in the top section of the table, while experiments
sensitive to total detector energy Edet are in the middle section. The bottom section lists experiments sensitive to secondary
radiation produced by charge interactions. The main coincidence reported here is that the excesses for ne � 2 across the first
three charge detectors (⇠10 Hz/kg) demonstrate nearly identical rates for their ne � 2 bins – 20, 6, and 10 Hz/kg – despite
spanning ⇠ 2 km of variation in overburden and almost three orders of magnitude in exposure. The total rate observed in the
DAMIC detector is much lower, but the upper bound (7 Hz/kg) is intriguingly of the same order of magnitude.

(see Appendix A). An excess rate can either be inter-
preted as the number of events with two electrons exceed-
ing this prediction, or the overall dark rate, interpreted
as a limit on a putative signal rate.

CDMS HVeV/SENSEI: The successful demonstra-
tion of single-electron thresholds in Si detectors by
CDMS HVeV [3] and SENSEI [4] led to a leap forward in
electron recoil sensitivity to low-mass DM. Both experi-
ments observed a roughly Hz/g dark rate in the single
electron bin, and only ran for less than a gram-day of
exposure. The relative similarity of the event rates was
striking, but was considered to be a temporary coinci-
dence that would soon be resolved as one of the exper-
iments improved on their single electron dark rates. It
is notable that neither experiment has demonstrated an
improved dark rate as of this writing, which may point to
a dark rate which is independent of detector environment
and is not reduced with additional overburden.

EDELWEISS: Subsequently, the first electron recoil
analysis in Ge was released by EDELWEISS [6]; intrigu-
ingly, the observed event rate is within an order of mag-
nitude of the Si rates, despite exposures di↵ering by a
factor of 400 among the three experiments, and the fact
that the EDELWEISS search was conducted with signif-
icantly greater overburden. Further investigation reveals
that the event rate per unit mass in the 2–3 electron bins
is remarkably similar between the three experiments, the
Ge rate being only roughly twice the Si rate.

DAMIC: Finally, the latest DAMIC [7] limit is stronger
than the other ER limits, as explained by the significantly
reduced dark rate in the single electron bin compared
to other silicon detectors. The ER analysis presented
by DAMIC does not have single-electron resolution and

instead assumes Poisson-distributed dark counts, from
which we extract a robust upper bound on the 1e� bin
and an inferred lower bound on the 2e� bin. The DAMIC
data is most in tension with the narrative presented here,
indicating a source of events in CDMS HVeV and SEN-
SEI that is absent in the DAMIC detector. Regardless,
we would like to emphasize that the origin of the dark
current in DAMIC remains unknown and could still be
consistent with some realizations of the interpretation
presented here.

XENON 10/100/1T: At face value, a DM-electron
scattering interpretation in the semiconductor detectors
is strongly inconsistent with results from XENON10 [9],
which sees a far smaller event rate, even accounting for
the higher threshold. We also list observed event rates at
the bottom of Table I for several noble liquid experiments
with phototube readout; of these, only XENON10 is able
to sample the single charge rate because its threshold is
below the average energy (13.7 eV) needed to produce
one quantum of charge in xenon [23]. The observed event
rates in these experiments are much lower than that ob-
served by semiconductor experiments, and thus any con-
sistent interpretation of those signals must explain this
discrepancy. A significant observation, however, is that
all of these experiments observe unexplained excesses at
low energy, as shown in Tab. I.3 Intriguingly, the ob-
served excess rates per unit detector mass in XENON10,

3 We note that a recent result using phototube readout of EJ-301
scintillator reports a total rate of about 14 Hz/kg [24], much
larger than the noble liquid rates and comparable to the semi-
conductor rates. However, since this experiment was the first
demonstration of a new technique for light DM searches and was

Many others also observe excesses

-Edet readout: total rate unknown, hard to compare
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Readout Type Target Resolution Exposure Threshold Excess Rate (Hz/kg) Depth Reference

Charge (Ee)

Ge 1.6 e� 80 g · d 0.5 eVee (⇠1e�)a [20, 100] 1.7 km EDELWEISS [6]
Si ⇠0.2 e� 0.18 g · d 1.2 eVee (<1 e�) [6, 400] 100 m SENSEI [4]
Si 0.1 e� 0.5 g · d 1.2 eVee (<1 e�) [10, 2000] ⇠1 m CDMS HVeV [3]
Si 1.6 e� 200 g · d 1.2 eVee (⇠1e�) [1 ⇥10�3, 7] 2 km DAMIC [7]

Energy (Edet)
Ge 18 eV 200 g · d 60 eV > 2 ⇠1 m EDELWEISS [1]

CaWO4 4.6 eV 3600 g · d 30 eV > 3 ⇥10�3 1.4 km CRESST-III [2]
Al2O3 3.8 eV 0.046 g · d 20 eV > 30 ⇠1 m ⌫CLEUS [8]

Photo e�

Xe 6.7 PE (⇠ 0.25 e�) 15 kg · d 12.1 eVee (⇠14 PE) [0.5, 3] ⇥10�4 1.4 km XENON10 [5, 9]
Xe 6.2 PE (⇠ 0.31 e�) 30 kg · yr ⇠70 eVee (⇠80 PE) > 2.2 ⇥10�5 1.4 km XENON100 [5]
Xe < 10 PE 60 kg · yr ⇠140 eVee (⇠90 PE) > 1.7 ⇥10�6 1.4 km XENON1T [10]
Ar ⇠15 PE (⇠ 0.5 e�) 6780 kg · d 50 eVee > 6 ⇥10�4 1.4 km Darkside50 [11]

a There is a very small but non-zero sensitivity to single electrons that, when the large exposure is taken into account, becomes
comparable in sensitivity to the other electron recoil experiments.

TABLE I. Rates of observed low-energy excesses in experiments with single electron (<100 eV) charge (energy) resolutions.
Lower bounds on the rate are given by integrating the rate above 2e� (or above threshold) whereas upper bounds are given
by assuming that the entire 1e� rate is of the same origin, despite likely containing large experiment-specific backgrounds (see
Appendix A for a discussion). Experiments sensitive to charge energy Ee are in the top section of the table, while experiments
sensitive to total detector energy Edet are in the middle section. The bottom section lists experiments sensitive to secondary
radiation produced by charge interactions. The main coincidence reported here is that the excesses for ne � 2 across the first
three charge detectors (⇠10 Hz/kg) demonstrate nearly identical rates for their ne � 2 bins – 20, 6, and 10 Hz/kg – despite
spanning ⇠ 2 km of variation in overburden and almost three orders of magnitude in exposure. The total rate observed in the
DAMIC detector is much lower, but the upper bound (7 Hz/kg) is intriguingly of the same order of magnitude.

(see Appendix A). An excess rate can either be inter-
preted as the number of events with two electrons exceed-
ing this prediction, or the overall dark rate, interpreted
as a limit on a putative signal rate.

CDMS HVeV/SENSEI: The successful demonstra-
tion of single-electron thresholds in Si detectors by
CDMS HVeV [3] and SENSEI [4] led to a leap forward in
electron recoil sensitivity to low-mass DM. Both experi-
ments observed a roughly Hz/g dark rate in the single
electron bin, and only ran for less than a gram-day of
exposure. The relative similarity of the event rates was
striking, but was considered to be a temporary coinci-
dence that would soon be resolved as one of the exper-
iments improved on their single electron dark rates. It
is notable that neither experiment has demonstrated an
improved dark rate as of this writing, which may point to
a dark rate which is independent of detector environment
and is not reduced with additional overburden.

EDELWEISS: Subsequently, the first electron recoil
analysis in Ge was released by EDELWEISS [6]; intrigu-
ingly, the observed event rate is within an order of mag-
nitude of the Si rates, despite exposures di↵ering by a
factor of 400 among the three experiments, and the fact
that the EDELWEISS search was conducted with signif-
icantly greater overburden. Further investigation reveals
that the event rate per unit mass in the 2–3 electron bins
is remarkably similar between the three experiments, the
Ge rate being only roughly twice the Si rate.

DAMIC: Finally, the latest DAMIC [7] limit is stronger
than the other ER limits, as explained by the significantly
reduced dark rate in the single electron bin compared
to other silicon detectors. The ER analysis presented
by DAMIC does not have single-electron resolution and

instead assumes Poisson-distributed dark counts, from
which we extract a robust upper bound on the 1e� bin
and an inferred lower bound on the 2e� bin. The DAMIC
data is most in tension with the narrative presented here,
indicating a source of events in CDMS HVeV and SEN-
SEI that is absent in the DAMIC detector. Regardless,
we would like to emphasize that the origin of the dark
current in DAMIC remains unknown and could still be
consistent with some realizations of the interpretation
presented here.

XENON 10/100/1T: At face value, a DM-electron
scattering interpretation in the semiconductor detectors
is strongly inconsistent with results from XENON10 [9],
which sees a far smaller event rate, even accounting for
the higher threshold. We also list observed event rates at
the bottom of Table I for several noble liquid experiments
with phototube readout; of these, only XENON10 is able
to sample the single charge rate because its threshold is
below the average energy (13.7 eV) needed to produce
one quantum of charge in xenon [23]. The observed event
rates in these experiments are much lower than that ob-
served by semiconductor experiments, and thus any con-
sistent interpretation of those signals must explain this
discrepancy. A significant observation, however, is that
all of these experiments observe unexplained excesses at
low energy, as shown in Tab. I.3 Intriguingly, the ob-
served excess rates per unit detector mass in XENON10,

3 We note that a recent result using phototube readout of EJ-301
scintillator reports a total rate of about 14 Hz/kg [24], much
larger than the noble liquid rates and comparable to the semi-
conductor rates. However, since this experiment was the first
demonstration of a new technique for light DM searches and was

Many others also observe excesses

-Edet readout: total rate unknown, hard to compare
-XENON10 measures total rate, but excess is much smaller
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Readout Type Target Resolution Exposure Threshold Excess Rate (Hz/kg) Depth Reference
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Ge 1.6 e� 80 g · d 0.5 eVee (⇠1e�)a [20, 100] 1.7 km EDELWEISS [6]
Si ⇠0.2 e� 0.18 g · d 1.2 eVee (<1 e�) [6, 400] 100 m SENSEI [4]
Si 0.1 e� 0.5 g · d 1.2 eVee (<1 e�) [10, 2000] ⇠1 m CDMS HVeV [3]
Si 1.6 e� 200 g · d 1.2 eVee (⇠1e�) [1 ⇥10�3, 7] 2 km DAMIC [7]

Energy (Edet)
Ge 18 eV 200 g · d 60 eV > 2 ⇠1 m EDELWEISS [1]

CaWO4 4.6 eV 3600 g · d 30 eV > 3 ⇥10�3 1.4 km CRESST-III [2]
Al2O3 3.8 eV 0.046 g · d 20 eV > 30 ⇠1 m ⌫CLEUS [8]

Photo e�

Xe 6.7 PE (⇠ 0.25 e�) 15 kg · d 12.1 eVee (⇠14 PE) [0.5, 3] ⇥10�4 1.4 km XENON10 [5, 9]
Xe 6.2 PE (⇠ 0.31 e�) 30 kg · yr ⇠70 eVee (⇠80 PE) > 2.2 ⇥10�5 1.4 km XENON100 [5]
Xe < 10 PE 60 kg · yr ⇠140 eVee (⇠90 PE) > 1.7 ⇥10�6 1.4 km XENON1T [10]
Ar ⇠15 PE (⇠ 0.5 e�) 6780 kg · d 50 eVee > 6 ⇥10�4 1.4 km Darkside50 [11]

a There is a very small but non-zero sensitivity to single electrons that, when the large exposure is taken into account, becomes
comparable in sensitivity to the other electron recoil experiments.

TABLE I. Rates of observed low-energy excesses in experiments with single electron (<100 eV) charge (energy) resolutions.
Lower bounds on the rate are given by integrating the rate above 2e� (or above threshold) whereas upper bounds are given
by assuming that the entire 1e� rate is of the same origin, despite likely containing large experiment-specific backgrounds (see
Appendix A for a discussion). Experiments sensitive to charge energy Ee are in the top section of the table, while experiments
sensitive to total detector energy Edet are in the middle section. The bottom section lists experiments sensitive to secondary
radiation produced by charge interactions. The main coincidence reported here is that the excesses for ne � 2 across the first
three charge detectors (⇠10 Hz/kg) demonstrate nearly identical rates for their ne � 2 bins – 20, 6, and 10 Hz/kg – despite
spanning ⇠ 2 km of variation in overburden and almost three orders of magnitude in exposure. The total rate observed in the
DAMIC detector is much lower, but the upper bound (7 Hz/kg) is intriguingly of the same order of magnitude.

(see Appendix A). An excess rate can either be inter-
preted as the number of events with two electrons exceed-
ing this prediction, or the overall dark rate, interpreted
as a limit on a putative signal rate.

CDMS HVeV/SENSEI: The successful demonstra-
tion of single-electron thresholds in Si detectors by
CDMS HVeV [3] and SENSEI [4] led to a leap forward in
electron recoil sensitivity to low-mass DM. Both experi-
ments observed a roughly Hz/g dark rate in the single
electron bin, and only ran for less than a gram-day of
exposure. The relative similarity of the event rates was
striking, but was considered to be a temporary coinci-
dence that would soon be resolved as one of the exper-
iments improved on their single electron dark rates. It
is notable that neither experiment has demonstrated an
improved dark rate as of this writing, which may point to
a dark rate which is independent of detector environment
and is not reduced with additional overburden.

EDELWEISS: Subsequently, the first electron recoil
analysis in Ge was released by EDELWEISS [6]; intrigu-
ingly, the observed event rate is within an order of mag-
nitude of the Si rates, despite exposures di↵ering by a
factor of 400 among the three experiments, and the fact
that the EDELWEISS search was conducted with signif-
icantly greater overburden. Further investigation reveals
that the event rate per unit mass in the 2–3 electron bins
is remarkably similar between the three experiments, the
Ge rate being only roughly twice the Si rate.

DAMIC: Finally, the latest DAMIC [7] limit is stronger
than the other ER limits, as explained by the significantly
reduced dark rate in the single electron bin compared
to other silicon detectors. The ER analysis presented
by DAMIC does not have single-electron resolution and

instead assumes Poisson-distributed dark counts, from
which we extract a robust upper bound on the 1e� bin
and an inferred lower bound on the 2e� bin. The DAMIC
data is most in tension with the narrative presented here,
indicating a source of events in CDMS HVeV and SEN-
SEI that is absent in the DAMIC detector. Regardless,
we would like to emphasize that the origin of the dark
current in DAMIC remains unknown and could still be
consistent with some realizations of the interpretation
presented here.

XENON 10/100/1T: At face value, a DM-electron
scattering interpretation in the semiconductor detectors
is strongly inconsistent with results from XENON10 [9],
which sees a far smaller event rate, even accounting for
the higher threshold. We also list observed event rates at
the bottom of Table I for several noble liquid experiments
with phototube readout; of these, only XENON10 is able
to sample the single charge rate because its threshold is
below the average energy (13.7 eV) needed to produce
one quantum of charge in xenon [23]. The observed event
rates in these experiments are much lower than that ob-
served by semiconductor experiments, and thus any con-
sistent interpretation of those signals must explain this
discrepancy. A significant observation, however, is that
all of these experiments observe unexplained excesses at
low energy, as shown in Tab. I.3 Intriguingly, the ob-
served excess rates per unit detector mass in XENON10,

3 We note that a recent result using phototube readout of EJ-301
scintillator reports a total rate of about 14 Hz/kg [24], much
larger than the noble liquid rates and comparable to the semi-
conductor rates. However, since this experiment was the first
demonstration of a new technique for light DM searches and was

Many others also observe excesses

-Edet readout: total rate unknown, hard to compare
-XENON10 measures total rate, but excess is much smaller

-XENON10/100/1T rates all similar for same threshold
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Si 1.6 e� 200 g · d 1.2 eVee (⇠1e�) [1 ⇥10�3, 7] 2 km DAMIC [7]
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Ge 18 eV 200 g · d 60 eV > 2 ⇠1 m EDELWEISS [1]

CaWO4 4.6 eV 3600 g · d 30 eV > 3 ⇥10�3 1.4 km CRESST-III [2]
Al2O3 3.8 eV 0.046 g · d 20 eV > 30 ⇠1 m ⌫CLEUS [8]
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Xe 6.7 PE (⇠ 0.25 e�) 15 kg · d 12.1 eVee (⇠14 PE) [0.5, 3] ⇥10�4 1.4 km XENON10 [5, 9]
Xe 6.2 PE (⇠ 0.31 e�) 30 kg · yr ⇠70 eVee (⇠80 PE) > 2.2 ⇥10�5 1.4 km XENON100 [5]
Xe < 10 PE 60 kg · yr ⇠140 eVee (⇠90 PE) > 1.7 ⇥10�6 1.4 km XENON1T [10]
Ar ⇠15 PE (⇠ 0.5 e�) 6780 kg · d 50 eVee > 6 ⇥10�4 1.4 km Darkside50 [11]

a There is a very small but non-zero sensitivity to single electrons that, when the large exposure is taken into account, becomes
comparable in sensitivity to the other electron recoil experiments.

TABLE I. Rates of observed low-energy excesses in experiments with single electron (<100 eV) charge (energy) resolutions.
Lower bounds on the rate are given by integrating the rate above 2e� (or above threshold) whereas upper bounds are given
by assuming that the entire 1e� rate is of the same origin, despite likely containing large experiment-specific backgrounds (see
Appendix A for a discussion). Experiments sensitive to charge energy Ee are in the top section of the table, while experiments
sensitive to total detector energy Edet are in the middle section. The bottom section lists experiments sensitive to secondary
radiation produced by charge interactions. The main coincidence reported here is that the excesses for ne � 2 across the first
three charge detectors (⇠10 Hz/kg) demonstrate nearly identical rates for their ne � 2 bins – 20, 6, and 10 Hz/kg – despite
spanning ⇠ 2 km of variation in overburden and almost three orders of magnitude in exposure. The total rate observed in the
DAMIC detector is much lower, but the upper bound (7 Hz/kg) is intriguingly of the same order of magnitude.

(see Appendix A). An excess rate can either be inter-
preted as the number of events with two electrons exceed-
ing this prediction, or the overall dark rate, interpreted
as a limit on a putative signal rate.

CDMS HVeV/SENSEI: The successful demonstra-
tion of single-electron thresholds in Si detectors by
CDMS HVeV [3] and SENSEI [4] led to a leap forward in
electron recoil sensitivity to low-mass DM. Both experi-
ments observed a roughly Hz/g dark rate in the single
electron bin, and only ran for less than a gram-day of
exposure. The relative similarity of the event rates was
striking, but was considered to be a temporary coinci-
dence that would soon be resolved as one of the exper-
iments improved on their single electron dark rates. It
is notable that neither experiment has demonstrated an
improved dark rate as of this writing, which may point to
a dark rate which is independent of detector environment
and is not reduced with additional overburden.

EDELWEISS: Subsequently, the first electron recoil
analysis in Ge was released by EDELWEISS [6]; intrigu-
ingly, the observed event rate is within an order of mag-
nitude of the Si rates, despite exposures di↵ering by a
factor of 400 among the three experiments, and the fact
that the EDELWEISS search was conducted with signif-
icantly greater overburden. Further investigation reveals
that the event rate per unit mass in the 2–3 electron bins
is remarkably similar between the three experiments, the
Ge rate being only roughly twice the Si rate.

DAMIC: Finally, the latest DAMIC [7] limit is stronger
than the other ER limits, as explained by the significantly
reduced dark rate in the single electron bin compared
to other silicon detectors. The ER analysis presented
by DAMIC does not have single-electron resolution and

instead assumes Poisson-distributed dark counts, from
which we extract a robust upper bound on the 1e� bin
and an inferred lower bound on the 2e� bin. The DAMIC
data is most in tension with the narrative presented here,
indicating a source of events in CDMS HVeV and SEN-
SEI that is absent in the DAMIC detector. Regardless,
we would like to emphasize that the origin of the dark
current in DAMIC remains unknown and could still be
consistent with some realizations of the interpretation
presented here.

XENON 10/100/1T: At face value, a DM-electron
scattering interpretation in the semiconductor detectors
is strongly inconsistent with results from XENON10 [9],
which sees a far smaller event rate, even accounting for
the higher threshold. We also list observed event rates at
the bottom of Table I for several noble liquid experiments
with phototube readout; of these, only XENON10 is able
to sample the single charge rate because its threshold is
below the average energy (13.7 eV) needed to produce
one quantum of charge in xenon [23]. The observed event
rates in these experiments are much lower than that ob-
served by semiconductor experiments, and thus any con-
sistent interpretation of those signals must explain this
discrepancy. A significant observation, however, is that
all of these experiments observe unexplained excesses at
low energy, as shown in Tab. I.3 Intriguingly, the ob-
served excess rates per unit detector mass in XENON10,

3 We note that a recent result using phototube readout of EJ-301
scintillator reports a total rate of about 14 Hz/kg [24], much
larger than the noble liquid rates and comparable to the semi-
conductor rates. However, since this experiment was the first
demonstration of a new technique for light DM searches and was

Many others also observe excesses

-Edet readout: total rate unknown, hard to compare
-XENON10 measures total rate, but excess is much smaller

-EDELWEISS has excess in both Ee and Edet runs

-XENON10/100/1T rates all similar for same threshold
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FIG. 1. Integrated rate of each excess versus approximate
depth (shifted for clarity), separated by detector medium.
Ranges are given according to the same criteria in Table I with
the shaded bands indicating regions most consistent with all
observed excess rates for Ge (red), Si (blue), and Xe (green),
along with the muon flux from [25] in dashed black to high-
light the lack of dependence on depth. For the measurements
which only give a lower bound on excess rate, the range is
drawn o↵ the top of the plot. Given some reasonable model for
the spectrum of the excess below threshold, an upper bound
should apply to these measurements, but such a bound is out-
side of the scope of this paper. We also note that there exists
some tension among the silicon measurements shown here.

XENON100, and XENON1T match to within an order of
magnitude when the same threshold is applied. This im-
plies at the very least that some event rate is scaling with
mass rather than liquid-gas interface area, supporting an
interpretation as a real signal in the detector rather than
a detector readout e↵ect.

C. Determining Signal Origin

The significance of these apparent coincidences is that
these detectors acquired data in very di↵erent environ-
ments (both near surface and deep underground), each
with distinct technologies, at dramatically di↵erent tem-
peratures and electric fields, with greatly varying degrees
of shielding. There is no detector e↵ect or known back-
ground that should conspire to produce the same event
rate in these detectors. Furthermore, in all four semicon-
ductor detectors, a charge produced with arbitrarily low
energy above the band edge may be detected: there is
no threshold for charge detection. By contrast, the NR
searches have a nonzero energy threshold, below which
events can be hidden depending on the energy spectrum
of the signal.

run with minimal overburden, we regard this result as qualita-
tively interesting and await further data from an underground
run.

At this point in our discussion we therefore make a bold
assumption: that all the excesses in Tab. I are caused by
a common source.4 We justify this assumption based
on the electron recoil results, arguing at the very least,
that interesting new detector physics is being probed by
these experiments. If this is the case, then it stands to
reason that any other detector should be sensitive to the
same rate of these events, and an excess above a modeled
background can be interpreted as arising from the same
source. The measurement of a statistically significant
excess in Ge in both the Edet and Ee channels allows
us to characterize the nature of these events under that
assumption.

For the last decade, DM experiments have been reject-
ing irreducible electron recoil backgrounds using the dif-
fering yield between nuclear and electronic recoils, often
called the quenching factor, utilizing simultaneous mea-
surements of energy in complementary detection channels
(see e.g. Refs. [26, 27] and Appendix B). For solid-state
experiments, the readout typically comprises both a heat
(Edet) and charge or light (Ee) signal. The charge (or
light) yield for an event of energy Edet is then computed
as y(Edet) = Ee/Edet, where y = 1 is characteristic of
an electron recoil event, and y < 1, following a measured
yield curve [27], can be used to select the expected nu-
clear recoil band.

Taking the example of a charge detector, Ee is a de-
rived parameter based on the empirical fact that, on av-
erage, one electron-hole pair is produced per ✏eh of Edet

energy.5 In other words, an average of neh = Edet/✏eh
electron-hole pairs is produced for such an event, giv-
ing the relation Ee = Edet = neh✏eh for electron recoil.
While this relation is usually used to convert measured
charge to an equivalent energy spectrum, it can also be
used to compare measured Ee and Edet spectra from the
same source of events to determine whether they are con-
sistent with expectations for electron recoils, nuclear re-
coils, or neither. For further details, see Appendix B.

The recent release of the high-voltage EDELWEISS
DM search [6] is thus the most significant development
to date because, taken with the previously published Edet

spectrum from a similar detector, it is the first dataset
in which we can compare the two spectra directly to de-
termine a likely origin. This type of detector actually
measures a combination of Ee and Edet as we have de-
fined them, producing an Ee measurement according to

Ee = Edet


y(Edet) +

✏eh
e · Vdet

�
, (1)

4 Note here that we do not, at this stage, argue that the common
source is the same population of dark matter scattering in each
detector. Even if dark matter turns out not to be the explanation
for these events, the conclusions made here stand independently
of the particular source of events.

5 ✏eh is a measured material property and varies material to ma-
terial, and is measured such that Ee in di↵erent materials for a
given calibration source can be plotted on a consistent energy
axis.

Includes new SENSEI 2020 result 2004.11378 (plot from FNAL wine/cheese seminar) 
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2) There is a candidate process to characterize these events

1) There are many weird direct-detection excesses

4) This process may originate from DM interactions

3) Currently no known plausible SM explanation
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EDELWEISS has data in both ER and NR

Both ER and NR runs observe excesses
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FIG. 1. Integrated rate of each excess versus approximate
depth (shifted for clarity), separated by detector medium.
Ranges are given according to the same criteria in Table I with
the shaded bands indicating regions most consistent with all
observed excess rates for Ge (red), Si (blue), and Xe (green),
along with the muon flux from [25] in dashed black to high-
light the lack of dependence on depth. For the measurements
which only give a lower bound on excess rate, the range is
drawn o↵ the top of the plot. Given some reasonable model for
the spectrum of the excess below threshold, an upper bound
should apply to these measurements, but such a bound is out-
side of the scope of this paper. We also note that there exists
some tension among the silicon measurements shown here.

XENON100, and XENON1T match to within an order of
magnitude when the same threshold is applied. This im-
plies at the very least that some event rate is scaling with
mass rather than liquid-gas interface area, supporting an
interpretation as a real signal in the detector rather than
a detector readout e↵ect.

C. Determining Signal Origin

The significance of these apparent coincidences is that
these detectors acquired data in very di↵erent environ-
ments (both near surface and deep underground), each
with distinct technologies, at dramatically di↵erent tem-
peratures and electric fields, with greatly varying degrees
of shielding. There is no detector e↵ect or known back-
ground that should conspire to produce the same event
rate in these detectors. Furthermore, in all four semicon-
ductor detectors, a charge produced with arbitrarily low
energy above the band edge may be detected: there is
no threshold for charge detection. By contrast, the NR
searches have a nonzero energy threshold, below which
events can be hidden depending on the energy spectrum
of the signal.

run with minimal overburden, we regard this result as qualita-
tively interesting and await further data from an underground
run.

At this point in our discussion we therefore make a bold
assumption: that all the excesses in Tab. I are caused by
a common source.4 We justify this assumption based
on the electron recoil results, arguing at the very least,
that interesting new detector physics is being probed by
these experiments. If this is the case, then it stands to
reason that any other detector should be sensitive to the
same rate of these events, and an excess above a modeled
background can be interpreted as arising from the same
source. The measurement of a statistically significant
excess in Ge in both the Edet and Ee channels allows
us to characterize the nature of these events under that
assumption.

For the last decade, DM experiments have been reject-
ing irreducible electron recoil backgrounds using the dif-
fering yield between nuclear and electronic recoils, often
called the quenching factor, utilizing simultaneous mea-
surements of energy in complementary detection channels
(see e.g. Refs. [26, 27] and Appendix B). For solid-state
experiments, the readout typically comprises both a heat
(Edet) and charge or light (Ee) signal. The charge (or
light) yield for an event of energy Edet is then computed
as y(Edet) = Ee/Edet, where y = 1 is characteristic of
an electron recoil event, and y < 1, following a measured
yield curve [27], can be used to select the expected nu-
clear recoil band.

Taking the example of a charge detector, Ee is a de-
rived parameter based on the empirical fact that, on av-
erage, one electron-hole pair is produced per ✏eh of Edet

energy.5 In other words, an average of neh = Edet/✏eh
electron-hole pairs is produced for such an event, giv-
ing the relation Ee = Edet = neh✏eh for electron recoil.
While this relation is usually used to convert measured
charge to an equivalent energy spectrum, it can also be
used to compare measured Ee and Edet spectra from the
same source of events to determine whether they are con-
sistent with expectations for electron recoils, nuclear re-
coils, or neither. For further details, see Appendix B.

The recent release of the high-voltage EDELWEISS
DM search [6] is thus the most significant development
to date because, taken with the previously published Edet

spectrum from a similar detector, it is the first dataset
in which we can compare the two spectra directly to de-
termine a likely origin. This type of detector actually
measures a combination of Ee and Edet as we have de-
fined them, producing an Ee measurement according to

Ee = Edet


y(Edet) +

✏eh
e · Vdet

�
, (1)

4 Note here that we do not, at this stage, argue that the common
source is the same population of dark matter scattering in each
detector. Even if dark matter turns out not to be the explanation
for these events, the conclusions made here stand independently
of the particular source of events.

5 ✏eh is a measured material property and varies material to ma-
terial, and is measured such that Ee in di↵erent materials for a
given calibration source can be plotted on a consistent energy
axis.

Interpreting these as the same process implies a charge model

Can we find a consistent description?

http://vietnam.in2p3.fr/2020/tmex/transparencies/2_tuesday/2_afternoon/5_gascon.pdf
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FIG. 2. Comparison of measured Ee [6] and Edet [1] spectra from EDELWEISS in Ge with yield models for converting Edet

to Ee, with error bars shown in shaded grey. For each model, the Edet spectrum is shown is converted to Ee space according to
the yield model (see Appendix B for further details). The Edet measurement is a lower bound on the di↵erential rate
once converted to Ee by a yield model. For a model to be viable, it must predict an Ee spectrum that is less
than or equal to the measured spectrum; the rate will increase as the Edet threshold is lowered. If the model
does not fit inside of the black curve, then it is an inconsistent interpretation. Only the plasmon model is able
to fit inside of the measured Ee spectrum. Top Left: Excesses observed in the Edet and Ee spectra, showing inconsistency
with an electron recoil (Ee = Edet) interpretation. Grey shading indicated 1� uncertainty on the measured Ee spectrum.
Bottom Left: Interpretation of the spectra as nuclear recoil (NR) according to the models described in the text. The blue
band around the NR curves illustrates the possible shape variation in the NR models due to any possible NR yield between the
3 benchmark yield models. None of the yield models match either the shape or the rate of the observed Ee spectrum. Note that
the dot-dashed curve that lies below the Ee spectrum is the zero-yield portion of the “Low” model; the nonzero charge portion
of this yield model still overpredicts the Ee spectrum. Right: Example of a yield model in which an average of �eh ⇠ 0.25
charges are produced per event regardless of the energy of the event (solid red, with dashed red showing the contribution from
each integer number of charges), representative of a signal which produces very few charges independent of event energy. Also
shown is a simpler yield model in which exactly 1 charge is produced for every event regardless of event energy (green). As
shown in the top left plot, the measured Edet spectrum has a fairly high threshold, but the events above threshold can easily fit
the rate and shape of the observed Ee spectrum simultaneously. This is a significant observation, given that the data for the Ee

spectrum was taken in an ultra-low background environment at 1.7 km of overburden, while the Edet spectrum was acquired
in a relatively high-background surface lab. Note that we are only able to perform this analysis for EDELWEISS because no
other experiment has yet released both Ee and Edet spectral information. In order for a DM interpretation to succeed, it must
ultimately be shown that common DM model parameters can fit future spectral information in other materials.

log(E0)/
p

E0 (see Appendix C), and is independent of
the target material except for the core electron contri-
bution to the dielectric constant. At the same time, the
probe must be fast in order to deposit a small amount of
momentum for a given energy Ep. In other words, probes
with su�cient energy E0 � Ep and su�cient velocity will
strongly prefer to deposit energy Ep, regardless of their
initial energy, at similar rates across diverse materials.
This behavior is typical of other resonances encountered
in nuclear physics or electrical engineering; in a sense,
the plasmon acts as a band-pass filter for Edet.

The lineshape of the plasmon near the peak is well
described by a Lorentzian [30], where the finite width
� parameterizes the decay of the plasmon into phonons
and/or electron/hole pairs, which are the long-lived ex-
citations in the detector. We note that the plasmon is
inherently a many-body excitation, and cannot be de-

scribed in terms of non-interacting single-particle states,
such as band structure wavefunctions derived using den-
sity functional theory. Moreover, typical values of �/Ep

for semiconductors are 0.2 [30], which is larger than �/M
for most strongly-decaying hadronic resonances and sug-
gests that the plasmon couplings which govern its de-
cay are large or even nonperturbative. The simple yield
model for the Ge spectra suggests that the plasmon must
have a ⇠75% branching fraction to phonons only. To
our knowledge, the branching fractions of the plasmon to
phonons or electron/hole pairs is unknown, but in prin-
ciple these could be determined from a suitably modi-
fied EELS experiment with both calorimetric and charge
readout.

Based on this interpretation, assuming some incident
flux of particles is dominantly exciting the plasmon over
other elastic or inelastic excitations, detectors with Edet
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FIG. 1. Integrated rate of each excess versus approximate
depth (shifted for clarity), separated by detector medium.
Ranges are given according to the same criteria in Table I with
the shaded bands indicating regions most consistent with all
observed excess rates for Ge (red), Si (blue), and Xe (green),
along with the muon flux from [25] in dashed black to high-
light the lack of dependence on depth. For the measurements
which only give a lower bound on excess rate, the range is
drawn o↵ the top of the plot. Given some reasonable model for
the spectrum of the excess below threshold, an upper bound
should apply to these measurements, but such a bound is out-
side of the scope of this paper. We also note that there exists
some tension among the silicon measurements shown here.

XENON100, and XENON1T match to within an order of
magnitude when the same threshold is applied. This im-
plies at the very least that some event rate is scaling with
mass rather than liquid-gas interface area, supporting an
interpretation as a real signal in the detector rather than
a detector readout e↵ect.

C. Determining Signal Origin

The significance of these apparent coincidences is that
these detectors acquired data in very di↵erent environ-
ments (both near surface and deep underground), each
with distinct technologies, at dramatically di↵erent tem-
peratures and electric fields, with greatly varying degrees
of shielding. There is no detector e↵ect or known back-
ground that should conspire to produce the same event
rate in these detectors. Furthermore, in all four semicon-
ductor detectors, a charge produced with arbitrarily low
energy above the band edge may be detected: there is
no threshold for charge detection. By contrast, the NR
searches have a nonzero energy threshold, below which
events can be hidden depending on the energy spectrum
of the signal.

run with minimal overburden, we regard this result as qualita-
tively interesting and await further data from an underground
run.

At this point in our discussion we therefore make a bold
assumption: that all the excesses in Tab. I are caused by
a common source.4 We justify this assumption based
on the electron recoil results, arguing at the very least,
that interesting new detector physics is being probed by
these experiments. If this is the case, then it stands to
reason that any other detector should be sensitive to the
same rate of these events, and an excess above a modeled
background can be interpreted as arising from the same
source. The measurement of a statistically significant
excess in Ge in both the Edet and Ee channels allows
us to characterize the nature of these events under that
assumption.

For the last decade, DM experiments have been reject-
ing irreducible electron recoil backgrounds using the dif-
fering yield between nuclear and electronic recoils, often
called the quenching factor, utilizing simultaneous mea-
surements of energy in complementary detection channels
(see e.g. Refs. [26, 27] and Appendix B). For solid-state
experiments, the readout typically comprises both a heat
(Edet) and charge or light (Ee) signal. The charge (or
light) yield for an event of energy Edet is then computed
as y(Edet) = Ee/Edet, where y = 1 is characteristic of
an electron recoil event, and y < 1, following a measured
yield curve [27], can be used to select the expected nu-
clear recoil band.

Taking the example of a charge detector, Ee is a de-
rived parameter based on the empirical fact that, on av-
erage, one electron-hole pair is produced per ✏eh of Edet

energy.5 In other words, an average of neh = Edet/✏eh
electron-hole pairs is produced for such an event, giv-
ing the relation Ee = Edet = neh✏eh for electron recoil.
While this relation is usually used to convert measured
charge to an equivalent energy spectrum, it can also be
used to compare measured Ee and Edet spectra from the
same source of events to determine whether they are con-
sistent with expectations for electron recoils, nuclear re-
coils, or neither. For further details, see Appendix B.

The recent release of the high-voltage EDELWEISS
DM search [6] is thus the most significant development
to date because, taken with the previously published Edet

spectrum from a similar detector, it is the first dataset
in which we can compare the two spectra directly to de-
termine a likely origin. This type of detector actually
measures a combination of Ee and Edet as we have de-
fined them, producing an Ee measurement according to

Ee = Edet


y(Edet) +

✏eh
e · Vdet

�
, (1)

4 Note here that we do not, at this stage, argue that the common
source is the same population of dark matter scattering in each
detector. Even if dark matter turns out not to be the explanation
for these events, the conclusions made here stand independently
of the particular source of events.

5 ✏eh is a measured material property and varies material to ma-
terial, and is measured such that Ee in di↵erent materials for a
given calibration source can be plotted on a consistent energy
axis.

Electron Recoil Interpretation?

ER only prediction can’t fit under black curve: BAD FIT

Assume EDELWEISS runs arise from DM-electron scattering
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NR-only prediction can’t fit under black curve: BAD FIT

Assume EDELWEISS runs arise from DM-nucleon scattering
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FIG. 1. Integrated rate of each excess versus approximate
depth (shifted for clarity), separated by detector medium.
Ranges are given according to the same criteria in Table I with
the shaded bands indicating regions most consistent with all
observed excess rates for Ge (red), Si (blue), and Xe (green),
along with the muon flux from [25] in dashed black to high-
light the lack of dependence on depth. For the measurements
which only give a lower bound on excess rate, the range is
drawn o↵ the top of the plot. Given some reasonable model for
the spectrum of the excess below threshold, an upper bound
should apply to these measurements, but such a bound is out-
side of the scope of this paper. We also note that there exists
some tension among the silicon measurements shown here.

XENON100, and XENON1T match to within an order of
magnitude when the same threshold is applied. This im-
plies at the very least that some event rate is scaling with
mass rather than liquid-gas interface area, supporting an
interpretation as a real signal in the detector rather than
a detector readout e↵ect.

C. Determining Signal Origin

The significance of these apparent coincidences is that
these detectors acquired data in very di↵erent environ-
ments (both near surface and deep underground), each
with distinct technologies, at dramatically di↵erent tem-
peratures and electric fields, with greatly varying degrees
of shielding. There is no detector e↵ect or known back-
ground that should conspire to produce the same event
rate in these detectors. Furthermore, in all four semicon-
ductor detectors, a charge produced with arbitrarily low
energy above the band edge may be detected: there is
no threshold for charge detection. By contrast, the NR
searches have a nonzero energy threshold, below which
events can be hidden depending on the energy spectrum
of the signal.

run with minimal overburden, we regard this result as qualita-
tively interesting and await further data from an underground
run.

At this point in our discussion we therefore make a bold
assumption: that all the excesses in Tab. I are caused by
a common source.4 We justify this assumption based
on the electron recoil results, arguing at the very least,
that interesting new detector physics is being probed by
these experiments. If this is the case, then it stands to
reason that any other detector should be sensitive to the
same rate of these events, and an excess above a modeled
background can be interpreted as arising from the same
source. The measurement of a statistically significant
excess in Ge in both the Edet and Ee channels allows
us to characterize the nature of these events under that
assumption.

For the last decade, DM experiments have been reject-
ing irreducible electron recoil backgrounds using the dif-
fering yield between nuclear and electronic recoils, often
called the quenching factor, utilizing simultaneous mea-
surements of energy in complementary detection channels
(see e.g. Refs. [26, 27] and Appendix B). For solid-state
experiments, the readout typically comprises both a heat
(Edet) and charge or light (Ee) signal. The charge (or
light) yield for an event of energy Edet is then computed
as y(Edet) = Ee/Edet, where y = 1 is characteristic of
an electron recoil event, and y < 1, following a measured
yield curve [27], can be used to select the expected nu-
clear recoil band.

Taking the example of a charge detector, Ee is a de-
rived parameter based on the empirical fact that, on av-
erage, one electron-hole pair is produced per ✏eh of Edet

energy.5 In other words, an average of neh = Edet/✏eh
electron-hole pairs is produced for such an event, giv-
ing the relation Ee = Edet = neh✏eh for electron recoil.
While this relation is usually used to convert measured
charge to an equivalent energy spectrum, it can also be
used to compare measured Ee and Edet spectra from the
same source of events to determine whether they are con-
sistent with expectations for electron recoils, nuclear re-
coils, or neither. For further details, see Appendix B.

The recent release of the high-voltage EDELWEISS
DM search [6] is thus the most significant development
to date because, taken with the previously published Edet

spectrum from a similar detector, it is the first dataset
in which we can compare the two spectra directly to de-
termine a likely origin. This type of detector actually
measures a combination of Ee and Edet as we have de-
fined them, producing an Ee measurement according to

Ee = Edet


y(Edet) +

✏eh
e · Vdet

�
, (1)

4 Note here that we do not, at this stage, argue that the common
source is the same population of dark matter scattering in each
detector. Even if dark matter turns out not to be the explanation
for these events, the conclusions made here stand independently
of the particular source of events.

5 ✏eh is a measured material property and varies material to ma-
terial, and is measured such that Ee in di↵erent materials for a
given calibration source can be plotted on a consistent energy
axis.
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FIG. 2. Comparison of measured ionization (Ee) [6] and calorimetric (Edet) [1] spectra from EDELWEISS in Ge with yield
models (see Appendix B for further details) for converting the total energy Edet into electron-equivalent ionization energy Ee,
with uncertainty on the measured Ee spectrum due to statistical error and threshold e↵ects shown in shaded grey. The Edet

measurement is a lower bound on the di↵erential rate once converted to Ee by a yield model. For a model
to be viable, it must predict an Ee spectrum that is less than or equal to the measured spectrum; the rate
will increase as the Edet threshold is lowered. If the model does not fit inside of the black curve, then it is
an inconsistent interpretation. Only the inelastic model is able to fit inside of the measured Ee spectrum. Top Left:
Edet spectrum interpreted as electron recoil, with Edet = Ee. Bottom Left: Edet spectrum interpreted as nuclear recoil (NR)
according to the models described in the text and Appendix B. Note that even in the conservative limit of the “Lindhard Low”
yield model, nuclear recoils above 100 eVnr, where calibration data exists, over-predict the measured spectrum. The zero yield
portion of the “Low” case (from recoils below 100 eVnr) manifests as a rise at energies below 10 eVee due to the voltage term
in Eq. 1. Right: Example of a yield model in which an average of �eh ⇠ 0.5 charges are produced per event regardless of the
energy of the event (solid red, with dashed red showing the contribution from each integer number of charges), representative
of a signal which produces very few charges independent of event energy. Also shown is a simpler yield model in which exactly
1 charge is produced for every event regardless of event energy (green).

ing the relation Ee = Edet = neh✏eh for electron recoil.
While this relation is usually used to convert measured
charge to an equivalent energy spectrum, it can also be
used to compare measured Ee and Edet spectra from the
same source of events to determine whether they are con-
sistent with expectations for electron recoils, nuclear re-
coils, or neither. For further details, see Appendix B.

The recent release of the high-voltage EDELWEISS
DM search [6] is thus the most significant development
to date because, taken with the previously published Edet

spectrum from a similar detector, it is the first dataset
for which we can compare the two spectra directly in a
single material to determine a likely origin. This type of
detector actually measures a combination of Ee and Edet

as we have defined them, producing an Ee measurement
according to

Ee = Edet


y(Edet) +

✏eh
e · Vdet

�
, (1)

where Vdet is the detector operating voltage and e is the
electron charge. This reduces to our definition of Ee only
in the limit Vdet ! 1; the data considered here were
taken at 78 V. This gives an additional correction term

of ✏eh/eVdet ⇠ 3.8 ⇥ 10�2 for ✏eh = 3.0 eV [33].
Figure 2 shows these spectra under three scenarios for

the origin of the Edet spectrum, assuming it originates
from a single type of event:

1. Electron Recoil Interpretation: The events are
electron recoils, with y = 1 (Figure 2, top left).
This is clearly inconsistent because the black and
orange curves are markedly di↵erent, and electron
recoils are strongly ruled out.

2. Elastic Nuclear Recoil Interpretation: The
events are nuclear recoils, and the yield follows
the measured Ge nuclear recoil yield model [33]
with varying low-energy behavior (Figure 2, bot-
tom left). We consider an extrapolation of mea-
sured yield to the bandgap energy (Nominal), a
yield constant below 100 eV (High), or a yield that
drops discontinuously to 0 at 100 eV (Low). All
are clearly also inconsistent with the measured Ee

spectrum.

3. Inelastic Interpretation: Finally, we consider a
maximally inelastic yield, in which every event pro-
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where Vdet is the detector operating voltage and e is the
electron charge. This reduces to our definition of Ee only
in the limit Vdet ! 1; the data considered here were
taken at 78 V. This gives an additional correction term
of ✏eh/qeV ⇠ 3.8 ⇥ 10�2 for ✏eh = 3.0 eV [27].

Figure 2 shows these spectra under three scenarios for
the origin of the Edet spectrum, assuming it originates
from a single type of event:

1. The events are electron recoils, with y = 1 (Fig-
ure 2, top left). This is clearly inconsistent because
the black and orange curves are markedly di↵erent,
and electron recoils are strongly ruled out.

2. The events are nuclear recoils, and the yield fol-
lows the measured Ge nuclear recoil yield model
[27] with varying low-energy behavior (Figure 2,
bottom left). We consider an extrapolation of mea-
sured yield to the bandgap energy (Nominal), a
yield constant below 100 eV (High), or a yield that
drops discontinuously to 0 at 100 eV (Low). All
are clearly also inconsistent with the measured Ee

spectrum.

3. Finally, we consider a maximally inelastic yield, in
which every event produces a charge yield indepen-
dent of the recoil energy, such that

hEei = ✏eh

✓
�eh +

Edet

e · Vdet

◆
, (2)

where �eh is the mean number of electron-hole pairs
produced by the event (Figure 2, right). Unlike
the previous two cases, this matches the observed
spectrum remarkably well both in signal shape and
event rate for �eh < 0.25 (no relative scaling is done
to force the rate to match), suggesting an inelastic
interpretation is correct for the measured Ee spec-
trum rather than the two standard scenarios.

Based on this simple analysis, we conclude that an
interpretation of the EDELWEISS events based on stan-
dard elastic NR or ER models is misleading, and that the
most likely interpretation of these events is an inelastic
interaction, with a yield curve that increases with lower
event energy. If this is the case, it also helps reconcile the
event rates in well-ordered crystals (which see a rate of
O(10 Hz/kg)) compared to liquids or amorphous solids,
which observe much smaller event rates. An inelastic
interaction will be largely driven by condensed matter
properties unrelated to the nuclear mass or electron den-
sity we use to relate di↵erent targets to each other under
standard elastic assumptions.

This observation therefore rules out backgrounds
caused by known low-energy interactions of photons,
charged particles, and neutrons. It does not preclude the
aforementioned crystal cracking events, which would not
intrinsically produce light or charge. However, we note
at this point that, if crystal cracking events were truly
causing the Ee background, one would expect there to

be a dependence on applied pressure, temperature, and
operating history, which is in direct conflict with the mea-
surements we have presented. We therefore either have
to accept a crystal cracking rate determined only by ma-
terial, or ask what other physical process might lead to
a consistent rate with an inelastic-like charge yield.

III. PLASMON INTERPRETATION

A. Plasmon Properties

Without committing to a particular source of signal
events yet, we postulate that the nature of the observed
excitations in low-threshold silicon, germanium, and sap-
phire detectors is the plasmon.6 In this section we briefly
review the properties of plasmons relevant for our anal-
ysis; see Appendix C for more details.

A plasmon is a long-wavelength collective excitation of
charges in a lattice which carries energy near the classical
plasma frequency,

Ep '

r
4⇡↵ne

me
, (3)

where ↵ is the fine-structure constant and ne is the elec-
tron number density; in a semiconductor, ne is to be
interpreted as the density of valence electrons. Since
most solid-state systems have roughly the same number
density, with interatomic spacing of a few Angstroms,
Ep ⇠ O(10 � 100) eV across essentially all materials (see
Tab. II). In particular, bulk plasmons exist and have been
observed in silicon, germanium, and sapphire. The long-
wavelength nature of the plasmon is reflected in a mo-
mentum cuto↵

qc ⇠
2⇡

a
⇠ 5 keV , (4)

where a is the lattice spacing. If a plasmon carries q > qc,
it represents a charge oscillation localized to within a
single lattice site, and the plasmon will decay very rapidly
into a single electron-hole pair in a process known as
Landau damping [19]. Note that the creation of such a
short-range plasmon is inconsistent with the analysis of
the Ge spectra in Sec. II C above, which suggests that
the plasmon should have a dominant decay channel into
phonons only. Thus we will focus on excitation of long-
range plasmons only.

The plasmon is most easily observed in electron energy-
loss spectroscopy (EELS), where fast (⇠ 100 keV) elec-
trons impinging on a material have a high probability of
depositing energy Ep. This probability is only weakly
dependent on the incident electron energy E0, scaling as

6 In this work “plasmon” will only refer to a bulk plasmon, in
contrast with surface plasmons which are qualitatively di↵erent
phenomena.

Electron/hole pair
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where Vdet is the detector operating voltage and e is the
electron charge. This reduces to our definition of Ee only
in the limit Vdet ! 1; the data considered here were
taken at 78 V. This gives an additional correction term
of ✏eh/qeV ⇠ 3.8 ⇥ 10�2 for ✏eh = 3.0 eV [27].

Figure 2 shows these spectra under three scenarios for
the origin of the Edet spectrum, assuming it originates
from a single type of event:

1. The events are electron recoils, with y = 1 (Fig-
ure 2, top left). This is clearly inconsistent because
the black and orange curves are markedly di↵erent,
and electron recoils are strongly ruled out.

2. The events are nuclear recoils, and the yield fol-
lows the measured Ge nuclear recoil yield model
[27] with varying low-energy behavior (Figure 2,
bottom left). We consider an extrapolation of mea-
sured yield to the bandgap energy (Nominal), a
yield constant below 100 eV (High), or a yield that
drops discontinuously to 0 at 100 eV (Low). All
are clearly also inconsistent with the measured Ee

spectrum.

3. Finally, we consider a maximally inelastic yield, in
which every event produces a charge yield indepen-
dent of the recoil energy, such that

hEei = ✏eh

✓
�eh +

Edet

e · Vdet

◆
, (2)

where �eh is the mean number of electron-hole pairs
produced by the event (Figure 2, right). Unlike
the previous two cases, this matches the observed
spectrum remarkably well both in signal shape and
event rate for �eh < 0.25 (no relative scaling is done
to force the rate to match), suggesting an inelastic
interpretation is correct for the measured Ee spec-
trum rather than the two standard scenarios.

Based on this simple analysis, we conclude that an
interpretation of the EDELWEISS events based on stan-
dard elastic NR or ER models is misleading, and that the
most likely interpretation of these events is an inelastic
interaction, with a yield curve that increases with lower
event energy. If this is the case, it also helps reconcile the
event rates in well-ordered crystals (which see a rate of
O(10 Hz/kg)) compared to liquids or amorphous solids,
which observe much smaller event rates. An inelastic
interaction will be largely driven by condensed matter
properties unrelated to the nuclear mass or electron den-
sity we use to relate di↵erent targets to each other under
standard elastic assumptions.

This observation therefore rules out backgrounds
caused by known low-energy interactions of photons,
charged particles, and neutrons. It does not preclude the
aforementioned crystal cracking events, which would not
intrinsically produce light or charge. However, we note
at this point that, if crystal cracking events were truly
causing the Ee background, one would expect there to

be a dependence on applied pressure, temperature, and
operating history, which is in direct conflict with the mea-
surements we have presented. We therefore either have
to accept a crystal cracking rate determined only by ma-
terial, or ask what other physical process might lead to
a consistent rate with an inelastic-like charge yield.

III. PLASMON INTERPRETATION

A. Plasmon Properties

Without committing to a particular source of signal
events yet, we postulate that the nature of the observed
excitations in low-threshold silicon, germanium, and sap-
phire detectors is the plasmon.6 In this section we briefly
review the properties of plasmons relevant for our anal-
ysis; see Appendix C for more details.

A plasmon is a long-wavelength collective excitation of
charges in a lattice which carries energy near the classical
plasma frequency,

Ep '

r
4⇡↵ne

me
, (3)

where ↵ is the fine-structure constant and ne is the elec-
tron number density; in a semiconductor, ne is to be
interpreted as the density of valence electrons. Since
most solid-state systems have roughly the same number
density, with interatomic spacing of a few Angstroms,
Ep ⇠ O(10 � 100) eV across essentially all materials (see
Tab. II). In particular, bulk plasmons exist and have been
observed in silicon, germanium, and sapphire. The long-
wavelength nature of the plasmon is reflected in a mo-
mentum cuto↵

qc ⇠
2⇡

a
⇠ 5 keV , (4)

where a is the lattice spacing. If a plasmon carries q > qc,
it represents a charge oscillation localized to within a
single lattice site, and the plasmon will decay very rapidly
into a single electron-hole pair in a process known as
Landau damping [19]. Note that the creation of such a
short-range plasmon is inconsistent with the analysis of
the Ge spectra in Sec. II C above, which suggests that
the plasmon should have a dominant decay channel into
phonons only. Thus we will focus on excitation of long-
range plasmons only.

The plasmon is most easily observed in electron energy-
loss spectroscopy (EELS), where fast (⇠ 100 keV) elec-
trons impinging on a material have a high probability of
depositing energy Ep. This probability is only weakly
dependent on the incident electron energy E0, scaling as

6 In this work “plasmon” will only refer to a bulk plasmon, in
contrast with surface plasmons which are qualitatively di↵erent
phenomena.
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thresholds approaching Ep from above should see a sharp
rise in events as the threshold is lowered; this qualita-
tively explains the results from the silicon, germanium,
and sapphire experiments, as well as the null results
from previous experiments with thresholds well above
Ep. Moreover, the plasmon in germanium has a signif-
icant high-energy tail and double-peaked structure re-
sulting from contributions from the 3d shell [30], further
explaining the onset of events in EDELWEISS despite a
threshold of 60 eV ⇠ 4Ep. By contrast, the plasmon in
silicon lacks a corresponding tail, explaining the lack of
a signal excess in higher-threshold analyses of DAMIC
[31] and CDMSlite [32] data. Furthermore, materials
without long-range order such as liquid xenon and, to a
lesser extent, CaWO4 do not have a pronounced plasmon
peak, explaining the lower event rates from XENON10
and CRESST.

B. Plasmons from Known Particles?

An interpretation of the plasmon excitation as sourced
by SM particles or fields is extremely di�cult.

• Photons and electromagnetic fields: Trans-
verse UV and soft X-ray photons cannot source the
longitudinal plasmon oscillation, and static electric
fields cannot source oscillating charges.

• Charged SM Particles: The inelastic mean free
path for charged particles such as electrons or
muons, or for x-rays, is on the order of tens of
nm, so these particles would be expected to un-
dergo multiple scattering and deposit many multi-
ples of Ep as they traversed a detector (all of which
are much thicker than nm for the experiments we
consider), which would lead to many events above
threshold contrary to what was observed. A single
energy deposit under 100 eV is only consistent with
a particle of mean free path much larger than the
detector thickness; if charged, this particle would
have to have electric charge much less than e.

Material Plasmon Energy Ep (eV) Width � (eV)
Si 16.6 3.25
Ge 16.1 3.65

Al2O3 24.0 [28] ⇠ 5
GaAs 16.0 4.0

Xe (Solid) 14–15 [29] ⇠ 4
Ar (Solid) 19–21 [29] ⇠ 5
CaWO4 Unknown

TABLE II. Plasmon energies in various materials. Crystal val-
ues taken from Ref [30] unless otherwise referenced. We were
unable to find measurements of plasmon features in CaWO4,
and expect that it has a much weaker plasmon resonance than
the other crystals considered here. It is significant to note that
the solid forms of the noble elements show strong resonance
features; the liquid forms do not.
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FIG. 3. Cartoon of indirect plasmon excitation through a
hard scattering event, where the imparted momentum is dom-
inantly carried by multiple phonons, while the imparted en-
ergy is carried by the low-momentum plasmon.

• Neutrons: In principle, it is possible that hard
scattering events induced by neutrons may create
secondary plasmon excitations; indeed, we specu-
late on this possibility in Sec. IV A below in the
context of hard DM-nucleus scattering. However,
one would have to explain why the neutron flux is
the same at all the relevant experiments listed in
Table I regardless of the shielding, detector envi-
ronment, detector construction, and exposure.

• Neutrinos: Astrophysical neutrinos can, in prin-
ciple, undergo neutral-current scattering with a
seminconductor nucleus whose recoil excites a plas-
mon independently of detector overburden. How-
ever, the known solar and atmospheric fluxes (as-
suming SM weak interactions) cannot account for
rates of the observed magnitude [33]. Although
it may be possible for an unknown population
of very low-energy neutrinos to excite plasmons
through non-standard (larger than electroweak) in-
teractions, exploring this scenario is beyond the
scope of the present work.

We conclude that none of these options o↵ers a satis-
factory explanation for the observed excesses.

IV. DARK MATTER SCENARIOS FOR
PLASMON EXCITATION

Having excluded the possibility that the plasmon could
arise from SM particles, we now make a further leap and
consider the hypothesis that DM could account for these
plasmon excitations. If a DM particle with mass m� and
incident velocity v deposits energy E and momentum q
in a detector, energy conservation requires

E = q ·v �
q2

2m�
, (5)

which implies

q �
E

v
, (6)

Low-P standing wave  decays to e/h pairs or phonons 

>> lattice spacing

Breaks usual charge heat yield relationship



Analogy: Electron Energy Loss Spectroscopy (EELS)

independent of initial  velocity
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Example: EELS and plasmons
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Figure 3.5 - Kinematics of an EELS scattering event. 

Introduction 

• • • • « « 

• • • • • « 

• • • • • • 

• * • » • * 

• • • • • • 

• • • » • « 

• • • • • « 

• • • • « • 

polarization 

plasmon wavevector 

ion core valence 
electron density 

XBL 8811-3956 

Figure 1.3 - Schematic picture of a plasmon mode in a covalent solid. Note 
that it may be viewed as both a density-fluctuation (compressional) wave of the 
valence electrons and as a polarization wave of the complete solid. 

Semi-relativistic electron scattering 
not described by single-particle 

electron-electron scattering, but by 
a collective long-range charge wave 

(plasmon). Electron preferentially 
deposits ~15 eV of energy, 

regardless of initial kinetic energy
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Figure 5.10 - Top, sample plasmon-regime EELS spectrum from crystalline Gc 
sample with some sputtering-induced damage of near-surface layers, specimen 
thickness as shown. Bottom, extracted SSD. 
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“Inelastic” Yield Model

Key point: model can now fit under black curve
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FIG. 2. Comparison of measured Ee [6] and Edet [1] spectra from EDELWEISS in Ge with yield models for converting Edet

to Ee, with error bars shown in shaded grey. For each model, the Edet spectrum is shown is converted to Ee space according to
the yield model (see Appendix B for further details). The Edet measurement is a lower bound on the di↵erential rate
once converted to Ee by a yield model. For a model to be viable, it must predict an Ee spectrum that is less
than or equal to the measured spectrum; the rate will increase as the Edet threshold is lowered. If the model
does not fit inside of the black curve, then it is an inconsistent interpretation. Only the plasmon model is able
to fit inside of the measured Ee spectrum. Top Left: Excesses observed in the Edet and Ee spectra, showing inconsistency
with an electron recoil (Ee = Edet) interpretation. Grey shading indicated 1� uncertainty on the measured Ee spectrum.
Bottom Left: Interpretation of the spectra as nuclear recoil (NR) according to the models described in the text. The blue
band around the NR curves illustrates the possible shape variation in the NR models due to any possible NR yield between the
3 benchmark yield models. None of the yield models match either the shape or the rate of the observed Ee spectrum. Note that
the dot-dashed curve that lies below the Ee spectrum is the zero-yield portion of the “Low” model; the nonzero charge portion
of this yield model still overpredicts the Ee spectrum. Right: Example of a yield model in which an average of �eh ⇠ 0.25
charges are produced per event regardless of the energy of the event (solid red, with dashed red showing the contribution from
each integer number of charges), representative of a signal which produces very few charges independent of event energy. Also
shown is a simpler yield model in which exactly 1 charge is produced for every event regardless of event energy (green). As
shown in the top left plot, the measured Edet spectrum has a fairly high threshold, but the events above threshold can easily fit
the rate and shape of the observed Ee spectrum simultaneously. This is a significant observation, given that the data for the Ee

spectrum was taken in an ultra-low background environment at 1.7 km of overburden, while the Edet spectrum was acquired
in a relatively high-background surface lab. Note that we are only able to perform this analysis for EDELWEISS because no
other experiment has yet released both Ee and Edet spectral information. In order for a DM interpretation to succeed, it must
ultimately be shown that common DM model parameters can fit future spectral information in other materials.

log(E0)/
p

E0 (see Appendix C), and is independent of
the target material except for the core electron contri-
bution to the dielectric constant. At the same time, the
probe must be fast in order to deposit a small amount of
momentum for a given energy Ep. In other words, probes
with su�cient energy E0 � Ep and su�cient velocity will
strongly prefer to deposit energy Ep, regardless of their
initial energy, at similar rates across diverse materials.
This behavior is typical of other resonances encountered
in nuclear physics or electrical engineering; in a sense,
the plasmon acts as a band-pass filter for Edet.

The lineshape of the plasmon near the peak is well
described by a Lorentzian [30], where the finite width
� parameterizes the decay of the plasmon into phonons
and/or electron/hole pairs, which are the long-lived ex-
citations in the detector. We note that the plasmon is
inherently a many-body excitation, and cannot be de-

scribed in terms of non-interacting single-particle states,
such as band structure wavefunctions derived using den-
sity functional theory. Moreover, typical values of �/Ep

for semiconductors are 0.2 [30], which is larger than �/M
for most strongly-decaying hadronic resonances and sug-
gests that the plasmon couplings which govern its de-
cay are large or even nonperturbative. The simple yield
model for the Ge spectra suggests that the plasmon must
have a ⇠75% branching fraction to phonons only. To
our knowledge, the branching fractions of the plasmon to
phonons or electron/hole pairs is unknown, but in prin-
ciple these could be determined from a suitably modi-
fied EELS experiment with both calorimetric and charge
readout.

Based on this interpretation, assuming some incident
flux of particles is dominantly exciting the plasmon over
other elastic or inelastic excitations, detectors with Edet
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where Vdet is the detector operating voltage and e is the
electron charge. This reduces to our definition of Ee only
in the limit Vdet ! 1; the data considered here were
taken at 78 V. This gives an additional correction term
of ✏eh/qeV ⇠ 3.8 ⇥ 10�2 for ✏eh = 3.0 eV [27].

Figure 2 shows these spectra under three scenarios for
the origin of the Edet spectrum, assuming it originates
from a single type of event:

1. The events are electron recoils, with y = 1 (Fig-
ure 2, top left). This is clearly inconsistent because
the black and orange curves are markedly di↵erent,
and electron recoils are strongly ruled out.

2. The events are nuclear recoils, and the yield fol-
lows the measured Ge nuclear recoil yield model
[27] with varying low-energy behavior (Figure 2,
bottom left). We consider an extrapolation of mea-
sured yield to the bandgap energy (Nominal), a
yield constant below 100 eV (High), or a yield that
drops discontinuously to 0 at 100 eV (Low). All
are clearly also inconsistent with the measured Ee

spectrum.

3. Finally, we consider a maximally inelastic yield, in
which every event produces a charge yield indepen-
dent of the recoil energy, such that

hEei = ✏eh

✓
�eh +

Edet

e · Vdet

◆
, (2)

where �eh is the mean number of electron-hole pairs
produced by the event (Figure 2, right). Unlike
the previous two cases, this matches the observed
spectrum remarkably well both in signal shape and
event rate for �eh < 0.25 (no relative scaling is done
to force the rate to match), suggesting an inelastic
interpretation is correct for the measured Ee spec-
trum rather than the two standard scenarios.

Based on this simple analysis, we conclude that an
interpretation of the EDELWEISS events based on stan-
dard elastic NR or ER models is misleading, and that the
most likely interpretation of these events is an inelastic
interaction, with a yield curve that increases with lower
event energy. If this is the case, it also helps reconcile the
event rates in well-ordered crystals (which see a rate of
O(10 Hz/kg)) compared to liquids or amorphous solids,
which observe much smaller event rates. An inelastic
interaction will be largely driven by condensed matter
properties unrelated to the nuclear mass or electron den-
sity we use to relate di↵erent targets to each other under
standard elastic assumptions.

This observation therefore rules out backgrounds
caused by known low-energy interactions of photons,
charged particles, and neutrons. It does not preclude the
aforementioned crystal cracking events, which would not
intrinsically produce light or charge. However, we note
at this point that, if crystal cracking events were truly
causing the Ee background, one would expect there to

be a dependence on applied pressure, temperature, and
operating history, which is in direct conflict with the mea-
surements we have presented. We therefore either have
to accept a crystal cracking rate determined only by ma-
terial, or ask what other physical process might lead to
a consistent rate with an inelastic-like charge yield.

III. PLASMON INTERPRETATION

A. Plasmon Properties

Without committing to a particular source of signal
events yet, we postulate that the nature of the observed
excitations in low-threshold silicon, germanium, and sap-
phire detectors is the plasmon.6 In this section we briefly
review the properties of plasmons relevant for our anal-
ysis; see Appendix C for more details.

A plasmon is a long-wavelength collective excitation of
charges in a lattice which carries energy near the classical
plasma frequency,

Ep '

r
4⇡↵ne

me
, (3)

where ↵ is the fine-structure constant and ne is the elec-
tron number density; in a semiconductor, ne is to be
interpreted as the density of valence electrons. Since
most solid-state systems have roughly the same number
density, with interatomic spacing of a few Angstroms,
Ep ⇠ O(10 � 100) eV across essentially all materials (see
Tab. II). In particular, bulk plasmons exist and have been
observed in silicon, germanium, and sapphire. The long-
wavelength nature of the plasmon is reflected in a mo-
mentum cuto↵

qc ⇠
2⇡

a
⇠ 5 keV , (4)

where a is the lattice spacing. If a plasmon carries q > qc,
it represents a charge oscillation localized to within a
single lattice site, and the plasmon will decay very rapidly
into a single electron-hole pair in a process known as
Landau damping [19]. Note that the creation of such a
short-range plasmon is inconsistent with the analysis of
the Ge spectra in Sec. II C above, which suggests that
the plasmon should have a dominant decay channel into
phonons only. Thus we will focus on excitation of long-
range plasmons only.

The plasmon is most easily observed in electron energy-
loss spectroscopy (EELS), where fast (⇠ 100 keV) elec-
trons impinging on a material have a high probability of
depositing energy Ep. This probability is only weakly
dependent on the incident electron energy E0, scaling as

6 In this work “plasmon” will only refer to a bulk plasmon, in
contrast with surface plasmons which are qualitatively di↵erent
phenomena.

General result not limited to plasmons 
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2) There is a candidate process to characterize these events

1) There are many weird direct-detection excesses

4) This process may originate from DM interactions

3) Currently no known plausible SM explanation
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IV. COSMIC NEUTRINOS?

Just like in model 1, it should be possible for a neutrino to induce a secondary plasmon excitation by depositing
⇠ 16 eV of energy into a nuclear target. The coherent scattering cross section of solar neutrinos on a target with Z
and A atomic and mass numbers is (arXiv:1904.01155)

d�

d cos#
=

G2
F

8⇡

⇥
Z(4 sin2 ✓W � 1) + (A� Z)

⇤2
E2

⌫(1 + cos#) (26)

where # is the scattering angle with respect to the incident neutrino direction, so the total cross section is

�coh =
3G2

F

8⇡

⇥
Z(4 sin2 ✓W � 1) + (A� Z)

⇤2
E2

⌫ ' 1.5⇥ 10�42 cm2

✓
E⌫

400 keV

◆2

(27)

where we have taken Ge as the target material with Z = 32 and A = 72.6 and used the upper limit of solar pp
neutrinos.. The flux of pp neutrinos near the 400 keV peak is �pp = 2 ⇥ 1011 Hz cm�2. In 1 kg of Ge we have
NGe = 8.2⇥ 1024 nuclear targets, so the rate per kg can be written

Rpp = NGe�pp�
coh
pp ' 2.3⇥ 10�6 Hzkg�1 , (28)

which is woefully inadequate. Note also that the pp neutrinos are slightly too feeble to induce a 16 eV plasmon
resonance

ER ⇠ 2E2
⌫

MGe
⇠ 5 eV

✓
E⌫

400 keV

◆2

, (29)

which is just too feeble for what we need even in the maximum back to back recoil since the pp neutrinos eat shit at
400 keV. Other possible neutrino sources (see hep-ex/0312045) have much lower fluxes (at least 5 orders of magnitude
down) and only have marginally larger cross sections because E⌫ ⇠ few MeV, so we conclude that a 10 Hz/kg rate is
not compatible with a solar neutrino origin.

Other neutrino sources are also poor candidates for this signal: atmospheric neutrinos have multiple orders of
magnitude lower fluxes compared to solar neutrinos; the cosmological relic neutrino background has a weak cross
section of � ⇠ 10�50 cm2 and a number density comparable to DM in this range few 100/cm3, so there’s no way to
obtain a rate of the size required. so no known population of cosmic neutrinos can account for these excesses

2

Figure 1. The solar neutrino spectra predicted by the SSM.
The neutrino fluxes at one astronomical unit from continuum
sources are given in units of cm−2 s−1 MeV−1, and the line
fluxes are given in cm−2 s−1. Courtesy of J.N. Bahcall from
http://www.sns.ias.edu/∼jnb/.

in a few minutes and hence provide a direct way to
study processes by which protons form helium in the
Sun. As early as 1949 Luis Alvarez proposed that
the hypothesis of nuclear reactions powering the Sun
could be tested by measuring the solar neutrino flux.

The number of neutrinos that we should expect
is equal to twice the ratio of the energy received at
the Earth in the form of sunshine, to the energy re-
leased when the four protons produce helium. The
resulting number is huge: almost 1011 neutrinos pass
through each square centimeter on Earth every sec-
ond. Even with such numbers the detection proved a
formidable challenge because of the very small scat-
tering cross section of neutrinos on ordinary matter.
The attraction of the measurement is nevertheless
clear!

The detailed prediction of the electron neutrino
flux created by the thermonuclear reactions in the
interior of the Sun was performed by John Bah-
call and his collaborators from the 1960’s until now.
Their calculations are referred to as the Standard
Solar Model (SSM). In this paper, the Bahcall-
Pinsonneault calculations2 are used to compare ex-
perimental results and theoretical predictions. The
solar neutrino spectra predicted by the SSM are
shown in Fig. 1.

3 Neutrino Oscillations

It is known that neutrinos exist in different flavors
corresponding to the three charged leptons: the elec-
tron, muon, and tau particles. If neutrinos have
masses, flavor can mix in a charged-current interac-
tion mediated by the W boson. The neutrino emitted
in a weak interaction is then a superposition of mass
eigenstates

νℓ =
n
∑

i=1

Uℓi|νi⟩ . (1)

The charged-current interactions in the leptonic sec-
tor are then described by the mixing matrix U

U =

⎛

⎝

Ue1 Ue2 · · · Uen

Uµ1 Uµ2 · · · Uµn

Uτ1 Uτ2 · · · Uτn

⎞

⎠ . (2)

Here the neutrino mass eigenstates are denoted
by νi with i = 1, 2, · · · , n, while the charged
lepton flavor eigenstates are labeled (e, µ, τ). In
the case of three generations of neutrino, the
matrix U is called the Maki-Nakagawa-Sakata-
Pontecorvo (MNSP) matrix3 and appears analogous
to the Cabibbo-Kobayashi-Maskawa (CKM) mixing
matrix4 in the quark sector. The MNSP can be fac-
torized as

U = U12 × U23 × U13 , (3)

with

U12 =

⎛

⎝

c12 s12 0
−s12 c12 0

0 0 1

⎞

⎠ , (4)

U23 =

⎛

⎝

1 0 0
0 c23 s23

0 −s23 c23

⎞

⎠ , (5)

U13 =

⎛

⎝

c13 0 s13eiδ

0 1 0
−s13e−iδ 0 c13

⎞

⎠ , (6)

where cij = cos θij , sij = sin θij , and i, j denote the
lepton generations. Possible CP-violation is natu-
rally embedded in the phase δ.

The leptonic mixing matrix naturally allows for
flavor oscillations of the neutrinos. The most gen-
eral form for solar neutrino oscillations can be sim-
plified where only two neutrinos participate in the
oscillation. The large neutrino flavor mixing between

4

IV. COSMIC NEUTRINOS?

Just like in model 1, it should be possible for a neutrino to induce a secondary plasmon excitation by depositing
⇠ 16 eV of energy into a nuclear target. The coherent scattering cross section of solar neutrinos on a target with Z
and A atomic and mass numbers is (arXiv:1904.01155)

d�

d cos#
=

G2
F

8⇡

⇥
Z(4 sin2 ✓W � 1) + (A� Z)

⇤2
E2

⌫(1 + cos#) (26)

where # is the scattering angle with respect to the incident neutrino direction, so the total cross section is

�coh =
3G2

F

8⇡

⇥
Z(4 sin2 ✓W � 1) + (A� Z)

⇤2
E2

⌫ ' 1.5⇥ 10�42 cm2

✓
E⌫

400 keV

◆2

(27)

where we have taken Ge as the target material with Z = 32 and A = 72.6 and used the upper limit of solar pp
neutrinos.. The flux of pp neutrinos near the 400 keV peak is �pp = 2 ⇥ 1011 Hz cm�2. In 1 kg of Ge we have
NGe = 8.2⇥ 1024 nuclear targets, so the rate per kg can be written

Rpp = NGe�pp�
coh
pp ' 2.3⇥ 10�6 Hzkg�1 , (28)

which is woefully inadequate. Note also that the pp neutrinos are slightly too feeble to induce a 16 eV plasmon
resonance

ER ⇠ 2E2
⌫

MGe
⇠ 5 eV

✓
E⌫

400 keV

◆2

, (29)

which is just too feeble for what we need even in the maximum back to back recoil since the pp neutrinos eat shit at
400 keV. Other possible neutrino sources (see hep-ex/0312045) have much lower fluxes (at least 5 orders of magnitude
down) and only have marginally larger cross sections because E⌫ ⇠ few MeV, so we conclude that a 10 Hz/kg rate is
not compatible with a solar neutrino origin.

Other neutrino sources are also poor candidates for this signal: atmospheric neutrinos have multiple orders of
magnitude lower fluxes compared to solar neutrinos; the cosmological relic neutrino background has a weak cross
section of � ⇠ 10�50 cm2 and a number density comparable to DM in this range few 100/cm3, so there’s no way to
obtain a rate of the size required. so no known population of cosmic neutrinos can account for these excesses

Can’t make plasmon

Most abundant terrestrial neutrino flux

… and flux too low

need ~ 16 eV in Ge



Photons/Electrons?

           Photons:  Transversely polarized & can’t source plasmons
which are longitudinally polarized

Electrons: Mean free path ~ nm
Would multiple scatter and create many plasmons
Not observed: need single energy deposit < 100 eV



Muons?

Muon flux has known scaling with depth



Neutrons?

Possible in principle 

Neutron could scatter nucleus, excite secondary plasmon
Possible calibration strategy 

Hard to explain all excesses this way

Different Depths 

Different Exposures 
Different Composition 

Different Shielding Why is the neutron flux
independent of these factors? 

Baxter, Kahn, Kurinsky, GK [in preparation]



Overview

2) There is a candidate process to characterize these events

1) There are many weird direct-detection excesses

3) This process may originate from DM interactions

b) Secondary Plasmon Excitation

a) Direct Plasmon Excitation



a) Direct Plasmon Excitation Model

7

fied EELS experiment with both calorimetric and charge
readout.

Based on this interpretation, assuming some incident
flux of particles is dominantly exciting the plasmon over
other elastic or inelastic excitations, detectors with Edet

thresholds approaching Ep from above should see a sharp
rise in events as the threshold is lowered; this qualita-
tively explains the results from the silicon, germanium,
and sapphire experiments, as well as the null results
from previous experiments with thresholds well above
Ep. Moreover, the plasmon in germanium has a signif-
icant high-energy tail and double-peaked structure re-
sulting from contributions from the 3d shell [30], further
explaining the onset of events in EDELWEISS despite a
threshold of 60 eV ⇠ 4Ep. By contrast, the plasmon in
silicon lacks a corresponding tail, explaining the lack of
a signal excess in higher-threshold analyses of DAMIC
[31] and CDMSlite [32] data. Furthermore, materials
without long-range order such as liquid xenon and, to a
lesser extent, CaWO4 do not have a pronounced plasmon
peak, explaining the lower event rates from XENON10
and CRESST.

B. Plasmons from Known Particles?

An interpretation of the plasmon excitation as sourced
by SM particles or fields is extremely di�cult.

• Photons and electromagnetic fields: Trans-
verse UV and soft X-ray photons cannot source the
longitudinal plasmon oscillation, and static electric
fields cannot source oscillating charges.

• Charged SM Particles: The inelastic mean free
path for charged particles such as electrons or
muons, or for x-rays, is on the order of tens of
nm, so these particles would be expected to un-
dergo multiple scattering and deposit many multi-
ples of Ep as they traversed a detector (all of which
are much thicker than nm for the experiments we
consider), which would lead to many events above

Material Plasmon Energy Ep (eV) Width � (eV)
Si 16.6 3.25
Ge 16.1 3.65

Al2O3 24.0 [28] ⇠ 5
GaAs 16.0 4.0

Xe (Solid) 14–15 [29] ⇠ 4
Ar (Solid) 19–21 [29] ⇠ 5
CaWO4 Unknown

TABLE II. Plasmon energies in various materials. Crystal val-
ues taken from Ref [30] unless otherwise referenced. We were
unable to find measurements of plasmon features in CaWO4,
and expect that it has a much weaker plasmon resonance than
the other crystals considered here. It is significant to note that
the solid forms of the noble elements show strong resonance
features; the liquid forms do not.

�
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FIG. 3. Cartoon of indirect plasmon excitation through a
hard scattering event, where the imparted momentum is dom-
inantly carried by multiple phonons, while the imparted en-
ergy is carried by the low-momentum plasmon.

threshold contrary to what was observed. A single
energy deposit under 100 eV is only consistent with
a particle of mean free path much larger than the
detector thickness; if charged, this particle would
have to have electric charge much less than e.

• Neutrons: In principle, it is possible that hard
scattering events induced by neutrons may create
secondary plasmon excitations; indeed, we specu-
late on this possibility in Sec. IV A below in the
context of hard DM-nucleus scattering. However,
one would have to explain why the neutron flux is
the same at all the relevant experiments listed in
Table I regardless of the shielding, detector envi-
ronment, detector construction, and exposure.

• Neutrinos: Astrophysical neutrinos can, in prin-
ciple, undergo neutral-current scattering with a
seminconductor nucleus whose recoil excites a plas-
mon independently of detector overburden. How-
ever, the known solar and atmospheric fluxes (as-
suming SM weak interactions) cannot account for
rates of the observed magnitude [33]. Although
it may be possible for an unknown population
of very low-energy neutrinos to excite plasmons
through non-standard (larger than electroweak) in-
teractions, exploring this scenario is beyond the
scope of the present work.

We conclude that none of these options o↵ers a satis-
factory explanation for the observed excesses.

IV. DARK MATTER SCENARIOS FOR
PLASMON EXCITATION

Having excluded the possibility that the plasmon could
arise from SM particles, we now make a further leap and
consider the hypothesis that DM could account for these
plasmon excitations. If a DM particle with mass m� and
incident velocity v deposits energy E and momentum q

Extend EELS analogy: “millicharged” DM

Longer mean free path, << 1 interaction per crossing

DM excites plasmon directly through its own Coulomb field



Can use measured EELS plasmon excitation prob.
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conclusions of this paper is that the only yield models
which satisfy Eq. (B3) for the measured Ee spectrum in
Figure 2 are the rising models; in other words, the spec-
tra are inconsistent with either a NR or ER interaction,
and suggest a novel inelastic interaction. This also illus-
trates that interpreting either the Ee spectrum or Edet

spectrum independently, without knowledge of the type
of recoil, leads to erroneous exclusion curves. For exam-
ple, the NR limit implied by converting the Ee spectrum
to an e↵ective nuclear recoil energy scale would be overly
aggressive.

Appendix C: Plasmon Review

Since plasmons in solid-state systems are likely unfa-
miliar to many high-energy physics, in this appendix we
review some basic properties of plasmons and their mea-
surement using EELS. To facilitate comparison with the
literature, we will use as much as possible the notation of
Ref. [30], in contrast to the typical high-energy physics
notation of the main text (i.e. ! instead of E, and e
instead of ↵).

1. Plasmon measurements with EELS

Plasmons are the quantized longitudinal oscillations of
valence electrons in a condensed matter system, carrying
energy on the order of the classical plasma frequency. In
EELS experiments, plasmons are excited by the electric
field of an electron traversing the material, which has
a longitudinal component (i.e. there is a component of
the field along the electron’s direction of motion). The
response of a material to electromagnetic fields of mo-
mentum q and frequency ! can be characterized by a
complex dielectric function ✏(!,q). For an electron with
charge e, mass me, and velocity v traversing a material
with dielectric function ✏, the di↵erential probability per
unit time of depositing energy ! is [30]
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where we have converted to the Heaviside-Lorentz units
conventional in high-energy physics (in contrast to the
formulas from [30] which use Gaussian units common in
condensed matter physics and contain additional factors
of 4⇡).10 Note that we can rewrite the energy conserva-

10 Note that in the small-q limit, the q2/(2me) term is negligible, so
this term is typically neglected in the condensed matter literature
when considering electron probes.

tion condition enforced by the delta function as

q =
E

v cos ✓
+

q2

2mev cos ✓
(C2)

where ✓ is the angle between q and v. We are inter-
ested in the forward-scattering region where cos ✓ > 0
where momentum transfer is the smallest. In that part
of phase space, both terms on the right-hand side are
positive-definite, so we obtain the inequality q � E/v by
dropping the second term. Assuming the plasmon has
typical energy ! = Ep, we find the important relation

q �
Ep

v
, (C3)

which is saturated in the forward scattering limit where

q is parallel to v and when the finite-mass term q2

2me
is

negligible (which typically holds for the kinematics rel-
evant to EELS). This condition is simply an expression
of energy conservation, which must be satisfied to excite
the plasmon at the peak energy. Define qp = Ep/v as
the typical scale of momentum transfer for plasmon ex-
citations. As mentioned in the main text, the plasmon
has a cuto↵ frequency qc ⇠ 2⇡/a. Plasmon resonances
have been observed with q about a factor of 2 above this
cuto↵ [19], but for parametric estimates, it will su�ce to
require that qp < qc. To satisfy Eq. (C3), we must have

v � Ep/qp = 6.5 ⇥ 10�3
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Note that this condition is independent of the mass of the
incident particle; it could be an electron, proton, or mil-
licharged DM. In the main text we conservatively tighten
this bound on v to 10�2. This constraint on the velocity
explains why EELS experiments to probe the plasmon
are performed with semi-relativistic electrons.

Assuming the plasmon kinematic condition (C4) is
satisfied, the presence of the 1/q2 in the integrand of
Eq. (C1) implies that the smallest allowed momentum
transfers, q ⇠ qp, will dominate. This is just the typical
behavior of the long-range Coulomb force. In that case,
we can approximate ✏(!,q) ⇡ ✏(!, 0) and pull it out of
the q integral, giving

dP

dtd!
=

e2

2⇡2v
Im
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where E0 is the incident electron energy. The logarith-
mic dependence on E0 is a manifestation of the uni-
versal Coulomb logarithm, which here is cut o↵ by the
energy transfer !. This formula can be modified in a
straightforward way for relativistic probes. Note that
since v =

p
2E0/me, the plasmon excitation probability

scales as log(E0)/
p

E0, a relation which holds for any
nonrelativistic charged particle (in particular, for mil-
licharged DM as well as electrons).

Note that by dividing by v and integrating over !, we
can convert this expression into a probability per unit
length for the probe to undergo some nonzero energy
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conclusions of this paper is that the only yield models
which satisfy Eq. (B3) for the measured Ee spectrum in
Figure 2 are the rising models; in other words, the spec-
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where we have converted to the Heaviside-Lorentz units
conventional in high-energy physics (in contrast to the
formulas from [30] which use Gaussian units common in
condensed matter physics and contain additional factors
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of energy conservation, which must be satisfied to excite
the plasmon at the peak energy. Define qp = Ep/v as
the typical scale of momentum transfer for plasmon ex-
citations. As mentioned in the main text, the plasmon
has a cuto↵ frequency qc ⇠ 2⇡/a. Plasmon resonances
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Note that this condition is independent of the mass of the
incident particle; it could be an electron, proton, or mil-
licharged DM. In the main text we conservatively tighten
this bound on v to 10�2. This constraint on the velocity
explains why EELS experiments to probe the plasmon
are performed with semi-relativistic electrons.

Assuming the plasmon kinematic condition (C4) is
satisfied, the presence of the 1/q2 in the integrand of
Eq. (C1) implies that the smallest allowed momentum
transfers, q ⇠ qp, will dominate. This is just the typical
behavior of the long-range Coulomb force. In that case,
we can approximate ✏(!,q) ⇡ ✏(!, 0) and pull it out of
the q integral, giving

dP

dtd!
=

e2

2⇡2v
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⇢
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2E0

!

◆
. (C5)

where E0 is the incident electron energy. The logarith-
mic dependence on E0 is a manifestation of the uni-
versal Coulomb logarithm, which here is cut o↵ by the
energy transfer !. This formula can be modified in a
straightforward way for relativistic probes. Note that
since v =

p
2E0/me, the plasmon excitation probability

scales as log(E0)/
p

E0, a relation which holds for any
nonrelativistic charged particle (in particular, for mil-
licharged DM as well as electrons).

Note that by dividing by v and integrating over !, we
can convert this expression into a probability per unit
length for the probe to undergo some nonzero energy

Need forward scatter (cos > 0) for low q-transfer 
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FIG. 6. Left: Lineshape S(E) of the germanium plasmon from EELS measurements [30] (blue), normalized to match the peak
of the best-fit Fröhlich model (red) described in Appendix C. Right: Parameter space for a subcomponent of semi-relativistic
DM interacting through a light mediator, expressed in terms of the e↵ective millicharge gD/e. The shaded pink region shows
the preferred parameter space for the 20 Hz/kg plasmon signal in EDELWEISS, assuming a fraction f of the local DM density
has velocity v = 0.1, for f ranging from 10�5 to 10�1. Exclusions from SN1987A [57], CMB [67], SLAC [68], XENON1T [10],
and stellar cooling [69] are shown in grey.

can thus be used to determine the event rate for DM-
induced plasmons. As mentioned above, DM cannot ex-
cite the plasmon directly unless v & 10�2. Given a veloc-
ity distribution with support for v & 10�2, the plasmon
excitation rate per unit detector mass can be derived
from the analogous results for EELS. The plasmon exci-
tation probability per incident particle per unit time is
[30]
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Z
d3q

1
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✓
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where ✏(q, !) is the frequency- and momentum-
dependent dielectric function of the target. The single
delta function enforces energy conservation, but there is
no corresponding delta function for momentum conser-
vation; it is in this sense that we refer to the plasmon
as an inelastic excitation. The plasmon contribution is
extracted by considering the region of small momentum
transfer and approximating ✏(q, !) ⇡ ✏(!), the imagi-
nary part of which gives the plasmon lineshape S(!) (see
Appendix C for details). By taking ↵ ! 2↵D, relabel-
ing ! ! E, multiplying by the number of DM particles
in the detector volume, and integrating over the veloc-
ity distribution and momentum transfer, we obtain the
DM-plasmon spectrum per unit detector mass:

dR

dE
=

f⇢�
m�⇢T

22↵D

⇡
S(E)

Z qc

0

dq

q
⌘(vmin(q, E)) , (14)

where ⇢� is the DM mass density, ⇢T is the target mass
density, ⌘(v) is the mean inverse DM speed, and

vmin(q, E) =
E

q
+

q

2m�
, (15)

is the minimum � speed required to deposit energy E.
Note that we have cut o↵ the q integral at the maximum
value of qc ⇠ 2⇡/a ⇠ 5 keV compatible with sourcing a
long-range plasmon.

The plasmon lineshape S(E) is taken from Ref. [30]
and shown in Fig. 6 (left). Following the analysis of
Ref. [30] for silicon, we normalize S(E) to the Fröhlich
model of a single damped harmonic oscillator [70] with
core electron dielectric constant ✏c = 1 (see Appendix C
for further details). To understand the order of mag-
nitude of the rate, we can use the fact that if ⌘(vmin) is
approximately independent of E, and that in the Fröhlich
model, S(E) is Lorentzian so

Z
dR

dE
dE /

Z
S(E) dE ⇡

3

2
Ep (16)

(see Appendix C). This underestimates the true rate
slightly because it neglects the long high-energy tail of
the germanium plasmon. For a monochromatic velocity
distribution at velocity v such that m�v2 > Ep, this gives
an approximate total rate

R ⇡
3

⇡

f⇢�
m�⇢T v

2↵DEp log

✓
m�v2
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◆
. (17)

In Fig. 6 (right) the gray shaded pink region marks
parameter space for which the �-induced direct plas-
mon excitation yields a 20 Hz/kg event rate at EDEL-
WEISS, for abundance fractions with v = 0.1 ranging
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of the best-fit Fröhlich model (red) described in Appendix C. Right: Parameter space for a subcomponent of semi-relativistic
DM interacting through a light mediator, expressed in terms of the e↵ective millicharge gD/e. The shaded pink region shows
the preferred parameter space for the 20 Hz/kg plasmon signal in EDELWEISS, assuming a fraction f of the local DM density
has velocity v = 0.1, for f ranging from 10�5 to 10�1. Exclusions from SN1987A [57], CMB [67], SLAC [68], XENON1T [10],
and stellar cooling [69] are shown in grey.

can thus be used to determine the event rate for DM-
induced plasmons. As mentioned above, DM cannot ex-
cite the plasmon directly unless v & 10�2. Given a veloc-
ity distribution with support for v & 10�2, the plasmon
excitation rate per unit detector mass can be derived
from the analogous results for EELS. The plasmon exci-
tation probability per incident particle per unit time is
[30]
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where ✏(q, !) is the frequency- and momentum-
dependent dielectric function of the target. The single
delta function enforces energy conservation, but there is
no corresponding delta function for momentum conser-
vation; it is in this sense that we refer to the plasmon
as an inelastic excitation. The plasmon contribution is
extracted by considering the region of small momentum
transfer and approximating ✏(q, !) ⇡ ✏(!), the imagi-
nary part of which gives the plasmon lineshape S(!) (see
Appendix C for details). By taking ↵ ! 2↵D, relabel-
ing ! ! E, multiplying by the number of DM particles
in the detector volume, and integrating over the veloc-
ity distribution and momentum transfer, we obtain the
DM-plasmon spectrum per unit detector mass:
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where ⇢� is the DM mass density, ⇢T is the target mass
density, ⌘(v) is the mean inverse DM speed, and
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+
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is the minimum � speed required to deposit energy E.
Note that we have cut o↵ the q integral at the maximum
value of qc ⇠ 2⇡/a ⇠ 5 keV compatible with sourcing a
long-range plasmon.

The plasmon lineshape S(E) is taken from Ref. [30]
and shown in Fig. 6 (left). Following the analysis of
Ref. [30] for silicon, we normalize S(E) to the Fröhlich
model of a single damped harmonic oscillator [70] with
core electron dielectric constant ✏c = 1 (see Appendix C
for further details). To understand the order of mag-
nitude of the rate, we can use the fact that if ⌘(vmin) is
approximately independent of E, and that in the Fröhlich
model, S(E) is Lorentzian so

Z
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(see Appendix C). This underestimates the true rate
slightly because it neglects the long high-energy tail of
the germanium plasmon. For a monochromatic velocity
distribution at velocity v such that m�v2 > Ep, this gives
an approximate total rate
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In Fig. 6 (right) the gray shaded pink region marks
parameter space for which the �-induced direct plas-
mon excitation yields a 20 Hz/kg event rate at EDEL-
WEISS, for abundance fractions with v = 0.1 ranging
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conclusions of this paper is that the only yield models
which satisfy Eq. (B3) for the measured Ee spectrum in
Figure 2 are the rising models; in other words, the spec-
tra are inconsistent with either a NR or ER interaction,
and suggest a novel inelastic interaction. This also illus-
trates that interpreting either the Ee spectrum or Edet

spectrum independently, without knowledge of the type
of recoil, leads to erroneous exclusion curves. For exam-
ple, the NR limit implied by converting the Ee spectrum
to an e↵ective nuclear recoil energy scale would be overly
aggressive.

Appendix C: Plasmon Review

Since plasmons in solid-state systems are likely unfa-
miliar to many high-energy physics, in this appendix we
review some basic properties of plasmons and their mea-
surement using EELS. To facilitate comparison with the
literature, we will use as much as possible the notation of
Ref. [30], in contrast to the typical high-energy physics
notation of the main text (i.e. ! instead of E, and e
instead of ↵).

1. Plasmon measurements with EELS

Plasmons are the quantized longitudinal oscillations of
valence electrons in a condensed matter system, carrying
energy on the order of the classical plasma frequency. In
EELS experiments, plasmons are excited by the electric
field of an electron traversing the material, which has
a longitudinal component (i.e. there is a component of
the field along the electron’s direction of motion). The
response of a material to electromagnetic fields of mo-
mentum q and frequency ! can be characterized by a
complex dielectric function ✏(!,q). For an electron with
charge e, mass me, and velocity v traversing a material
with dielectric function ✏, the di↵erential probability per
unit time of depositing energy ! is [30]
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e2
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q2
Im
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, (C1)

where we have converted to the Heaviside-Lorentz units
conventional in high-energy physics (in contrast to the
formulas from [30] which use Gaussian units common in
condensed matter physics and contain additional factors
of 4⇡).10 Note that we can rewrite the energy conserva-

10 Note that in the small-q limit, the q2/(2me) term is negligible, so
this term is typically neglected in the condensed matter literature
when considering electron probes.

tion condition enforced by the delta function as

q =
E

v cos ✓
+

q2

2mev cos ✓
(C2)

where ✓ is the angle between q and v. We are inter-
ested in the forward-scattering region where cos ✓ > 0
where momentum transfer is the smallest. In that part
of phase space, both terms on the right-hand side are
positive-definite, so we obtain the inequality q � E/v by
dropping the second term. Assuming the plasmon has
typical energy ! = Ep, we find the important relation

q �
Ep

v
, (C3)

which is saturated in the forward scattering limit where

q is parallel to v and when the finite-mass term q2

2me
is

negligible (which typically holds for the kinematics rel-
evant to EELS). This condition is simply an expression
of energy conservation, which must be satisfied to excite
the plasmon at the peak energy. Define qp = Ep/v as
the typical scale of momentum transfer for plasmon ex-
citations. As mentioned in the main text, the plasmon
has a cuto↵ frequency qc ⇠ 2⇡/a. Plasmon resonances
have been observed with q about a factor of 2 above this
cuto↵ [19], but for parametric estimates, it will su�ce to
require that qp < qc. To satisfy Eq. (C3), we must have

v � Ep/qp = 6.5 ⇥ 10�3

✓
Ep
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Note that this condition is independent of the mass of the
incident particle; it could be an electron, proton, or mil-
licharged DM. In the main text we conservatively tighten
this bound on v to 10�2. This constraint on the velocity
explains why EELS experiments to probe the plasmon
are performed with semi-relativistic electrons.

Assuming the plasmon kinematic condition (C4) is
satisfied, the presence of the 1/q2 in the integrand of
Eq. (C1) implies that the smallest allowed momentum
transfers, q ⇠ qp, will dominate. This is just the typical
behavior of the long-range Coulomb force. In that case,
we can approximate ✏(!,q) ⇡ ✏(!, 0) and pull it out of
the q integral, giving

dP
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=

e2
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log
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where E0 is the incident electron energy. The logarith-
mic dependence on E0 is a manifestation of the uni-
versal Coulomb logarithm, which here is cut o↵ by the
energy transfer !. This formula can be modified in a
straightforward way for relativistic probes. Note that
since v =

p
2E0/me, the plasmon excitation probability

scales as log(E0)/
p

E0, a relation which holds for any
nonrelativistic charged particle (in particular, for mil-
licharged DM as well as electrons).

Note that by dividing by v and integrating over !, we
can convert this expression into a probability per unit
length for the probe to undergo some nonzero energy
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FIG. 6. Left: Lineshape S(E) of the germanium plasmon from EELS measurements [30] (blue), normalized to match the peak
of the best-fit Fröhlich model (red) described in Appendix C. Right: Parameter space for a subcomponent of semi-relativistic
DM interacting through a light mediator, expressed in terms of the e↵ective millicharge gD/e. The shaded pink region shows
the preferred parameter space for the 20 Hz/kg plasmon signal in EDELWEISS, assuming a fraction f of the local DM density
has velocity v = 0.1, for f ranging from 10�5 to 10�1. Exclusions from SN1987A [57], CMB [67], SLAC [68], XENON1T [10],
and stellar cooling [69] are shown in grey.

can thus be used to determine the event rate for DM-
induced plasmons. As mentioned above, DM cannot ex-
cite the plasmon directly unless v & 10�2. Given a veloc-
ity distribution with support for v & 10�2, the plasmon
excitation rate per unit detector mass can be derived
from the analogous results for EELS. The plasmon exci-
tation probability per incident particle per unit time is
[30]
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where ✏(q, !) is the frequency- and momentum-
dependent dielectric function of the target. The single
delta function enforces energy conservation, but there is
no corresponding delta function for momentum conser-
vation; it is in this sense that we refer to the plasmon
as an inelastic excitation. The plasmon contribution is
extracted by considering the region of small momentum
transfer and approximating ✏(q, !) ⇡ ✏(!), the imagi-
nary part of which gives the plasmon lineshape S(!) (see
Appendix C for details). By taking ↵ ! 2↵D, relabel-
ing ! ! E, multiplying by the number of DM particles
in the detector volume, and integrating over the veloc-
ity distribution and momentum transfer, we obtain the
DM-plasmon spectrum per unit detector mass:
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dq
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where ⇢� is the DM mass density, ⇢T is the target mass
density, ⌘(v) is the mean inverse DM speed, and

vmin(q, E) =
E

q
+

q

2m�
, (15)

is the minimum � speed required to deposit energy E.
Note that we have cut o↵ the q integral at the maximum
value of qc ⇠ 2⇡/a ⇠ 5 keV compatible with sourcing a
long-range plasmon.

The plasmon lineshape S(E) is taken from Ref. [30]
and shown in Fig. 6 (left). Following the analysis of
Ref. [30] for silicon, we normalize S(E) to the Fröhlich
model of a single damped harmonic oscillator [70] with
core electron dielectric constant ✏c = 1 (see Appendix C
for further details). To understand the order of mag-
nitude of the rate, we can use the fact that if ⌘(vmin) is
approximately independent of E, and that in the Fröhlich
model, S(E) is Lorentzian so

Z
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dE
dE /

Z
S(E) dE ⇡

3

2
Ep (16)

(see Appendix C). This underestimates the true rate
slightly because it neglects the long high-energy tail of
the germanium plasmon. For a monochromatic velocity
distribution at velocity v such that m�v2 > Ep, this gives
an approximate total rate
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In Fig. 6 (right) the gray shaded pink region marks
parameter space for which the �-induced direct plas-
mon excitation yields a 20 Hz/kg event rate at EDEL-
WEISS, for abundance fractions with v = 0.1 ranging
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FIG. 6. Left: Lineshape S(E) of the germanium plasmon from EELS measurements [30] (blue), normalized to match the peak
of the best-fit Fröhlich model (red) described in Appendix C. Right: Parameter space for a subcomponent of semi-relativistic
DM interacting through a light mediator, expressed in terms of the e↵ective millicharge gD/e. The shaded pink region shows
the preferred parameter space for the 20 Hz/kg plasmon signal in EDELWEISS, assuming a fraction f of the local DM density
has velocity v = 0.1, for f ranging from 10�5 to 10�1. Exclusions from SN1987A [57], CMB [67], SLAC [68], XENON1T [10],
and stellar cooling [69] are shown in grey.

can thus be used to determine the event rate for DM-
induced plasmons. As mentioned above, DM cannot ex-
cite the plasmon directly unless v & 10�2. Given a veloc-
ity distribution with support for v & 10�2, the plasmon
excitation rate per unit detector mass can be derived
from the analogous results for EELS. The plasmon exci-
tation probability per incident particle per unit time is
[30]
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where ✏(q, !) is the frequency- and momentum-
dependent dielectric function of the target. The single
delta function enforces energy conservation, but there is
no corresponding delta function for momentum conser-
vation; it is in this sense that we refer to the plasmon
as an inelastic excitation. The plasmon contribution is
extracted by considering the region of small momentum
transfer and approximating ✏(q, !) ⇡ ✏(!), the imagi-
nary part of which gives the plasmon lineshape S(!) (see
Appendix C for details). By taking ↵ ! 2↵D, relabel-
ing ! ! E, multiplying by the number of DM particles
in the detector volume, and integrating over the veloc-
ity distribution and momentum transfer, we obtain the
DM-plasmon spectrum per unit detector mass:
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where ⇢� is the DM mass density, ⇢T is the target mass
density, ⌘(v) is the mean inverse DM speed, and
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is the minimum � speed required to deposit energy E.
Note that we have cut o↵ the q integral at the maximum
value of qc ⇠ 2⇡/a ⇠ 5 keV compatible with sourcing a
long-range plasmon.

The plasmon lineshape S(E) is taken from Ref. [30]
and shown in Fig. 6 (left). Following the analysis of
Ref. [30] for silicon, we normalize S(E) to the Fröhlich
model of a single damped harmonic oscillator [70] with
core electron dielectric constant ✏c = 1 (see Appendix C
for further details). To understand the order of mag-
nitude of the rate, we can use the fact that if ⌘(vmin) is
approximately independent of E, and that in the Fröhlich
model, S(E) is Lorentzian so
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(see Appendix C). This underestimates the true rate
slightly because it neglects the long high-energy tail of
the germanium plasmon. For a monochromatic velocity
distribution at velocity v such that m�v2 > Ep, this gives
an approximate total rate
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In Fig. 6 (right) the gray shaded pink region marks
parameter space for which the �-induced direct plas-
mon excitation yields a 20 Hz/kg event rate at EDEL-
WEISS, for abundance fractions with v = 0.1 ranging
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FIG. 6. Left: Lineshape S(E) of the germanium plasmon from EELS measurements [37] (blue), normalized to match
the peak of the best-fit Fröhlich model (red) described in Appendix C. Right: Parameter space for a subcomponent of semi-
relativistic DM interacting through a light mediator, expressed in terms of the e↵ective millicharge gD/e. The shaded pink
region shows the preferred parameter space for a 10 Hz/kg plasmon signal interpretation of EDELWEISS, assuming a fraction
f of the local DM density has velocity v = 0.1, for f ranging from 10�5 to 10�1. Exclusions from SN1987A [70], SLAC [78],
and stellar cooling [79] are shown in grey. The shaded region labeled CMB bound [80] and the freeze in production target (blue
curve) [14, 80] assume that the same � particle species also constitutes the dominant 1 � f DM halo mass fraction, but with
a conventional cold velocity distribution; all other curves apply only to the semi-relativistic � subcomponent. For illustration
purposes, we estimate CRESST-II [46] and XENON1T [81] order of magnitude direct detection bounds assuming the fractional
subcomponent has a monochromatic velocity distribution for f = 10�1 (dotted contours) and 10�5 (dashed contours) – see
Appendix D for more details.

it is plausible that this intuition is modified by many-
body e↵ects in condensed matter systems. To our knowl-
edge, such a secondary excitation process has not been
previously considered in the condensed matter literature,
though the plasmon-phonon coupling has been computed
for polar semiconductors [83]. We make some sugges-
tions in Sec. V for neutron experiments which may con-
firm this e↵ect. Regardless, the near-perfect match be-
tween the observed rate and the expected cross section
for thermally-produced DM suggests that this process
should be taken seriously as a signal candidate. Indeed,
the rates studied here should be considered the largest
rates able to accommodate this well-motivated model, as
some portion of the total integrated rate is expected from
true dark rate backgrounds, particularly due to sources of
single-electron emission which vary widely across the ex-
periments considered. As detectors improve and the dark
rates in the single-electron bin decrease, larger regions of
parameter space for DM interacting through plasmon ex-
citation may be uncovered.

Another example of an inelastic detector signal was
recently explored by Ibe et al. [21] in the context of
DM scattering from isolated atoms, known as the Migdal
e↵ect. In the standard Migdal e↵ect, orthogonality of
initial- and final-state wavefunctions makes the rate pro-
portional to (me/mN )2q2, as coherence over the final-
state wavefunctions is lost [17, 18, 21]. This could explain
why the event rate per unit mass in noble liquid detec-

tors is smaller than in semiconductors, as those amor-
phous materials lack a pronounced long-range plasmon
mode. Furthermore, the parameter space which lies near
the thermal relic target is precisely the DM mass range in
which the Migdal and direct electron scattering rates are
comparable when scattering through a heavy mediator
[17, 18]. In fact, in the dark photon model, both processes
will be present, giving a markedly di↵erent spectral shape
to the signal. We emphasize, however, that the isolated
atom approximations made in the standard treatment of
the Migdal e↵ect fail to take into account long-range in-
teractions in the valence shell that are known to lead to
nontrivial collective behavior in solid-state materials; we
argue that the dominant signal in the 10–100 MeV mass
range in semiconductors is not the Migdal e↵ect, but in-
stead plasmon excitation.

B. Scenario 2: Direct Plasmon Excitation Through
a Light Mediator

Alternatively, we can consider the limit where mA0 ⌧

q, such that DM is e↵ectively millicharged. The EELS
experiments which characterized plasmons with electron
probes can thus be used to determine the event rate for
DM-induced plasmons. As mentioned above, DM can-
not excite the plasmon directly unless v & 10�2. Given
a velocity distribution with support for v & 10�2, the
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which is surprisingly in the ballpark of what we had originally envisioned for the gravitational DM detector. Since

the neutrino’s position is spread out over a position of order �⌫ , the classical argument fails: even for a ⇠ mm

impact parameter, it is conceivable that C⌫B neutrinos exert tiny forces on macroscopic objects.

For a cubic detector with area A, the rate of C⌫B neutrinos passing through is
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so a zeroth order issue is the huge flux of particles passing through even if the detector is very small.

Generalizing the impulse transfer calculation from the earlier paper, we note that the force from a Yukawa

potential is

~F (r) = �~rV (r) = �@V (r)

@r
r̂ =

g2e�mr

r

✓
m+

1

r

◆
r̂ (8)

so the transverse momentum exchange signal over a time interval ⌧ is
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Secondary Plasmon Excitation Model

Step 1: DM induces a feeble nuclear recoil

Contact interaction, conventional DM velocity
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Secondary Plasmon Excitation Model

Step 2: Nuclear recoil triggers plasmon excitation

+ Plasmon & Phonons

See also Lin & Kozaczuk 2003.12077 for plasmon + single phonon study



Secondary Plasmon Excitation Model

 Unlike millicharged scenario:

1) Use 100% of the DM population

2) Use the usual DM velocity distribution

3) Can’t calculate  secondary plasmon excitation rate

Parametrize our ignorance 

3

II. SIMPLIFIED TREATMENT

We parametrize the rate for DM to excite plasmons in contact interactions with Ge atoms as

R ⇠ NTP
⇢�
m�

�nv, (18)

where NT is a we have taken v = 10�3 and P is the Plasmon excitation probability. Selecting Ge as our target
material, this rate becomes

R ⇠ 10Hz kg�1

✓
Mdet

kg

◆✓
P
0.1

◆⇣ �n

10�31 cm2

⌘
(19)

where we have assumed a DM velocity v = 10�3c, local density ⇢DM = 0.3GeV cm�3 [], and Mdet is the detector
mass for a Ge target.

III. MILLICHARGE & PLASMON SANITY CHECK

The standard EELS result gives us a probability of an incident losing energy ! per unit time according to

dP

dtd!
=

Q2

2⇡2v
Im

✓
� 1

"(!)

◆
ln

✓
2E�,0

!

◆
, (20)

and we identify Q ⌘ gD, where ✏ is the kinetic mixing (We should use  to avoid confusion with "(!) –gk).
In natural units, this quantity is dimensionless since dtd! is dimensionless and the RHS is also dimensionless.

Since the thesis uses cgs units, where ↵ = e2/(~c) we perform the translation

↵cgs =
e2cgs
~c , ↵nat =

e2nat
4⇡

, ↵nat = ↵cgs =
1

137
(21)

In the thesis, the prefactor is

e2cgs
~ =

e2cgsc

~c =
e2natc

4⇡
(22)

so after defining ~ = 1, there’s an extra factor of c, but this is absorbed into the denominator v� so that the speed is
now dimensionless and we can work in natural units.

The quantity dP/dt is probability of a DM particle exciting a plasmon per unit time, per DM particle crossing.
The detector is defined to contain a volume VT = AT `T = `3T written in terms of a characteristic length `T and area
AT . The probability that a singe DM particle interacts per crossing time tcross is

Pint =
dP

dt
tcross '

dP

dt

`T
v

(23)

and the flux of DM particles is �� = n�v, so the total number of events observed in a detector of area AT in an
exposure of texp is given by

Nsig = �AT texpPint =
⇢�v

m�
texp

AT `T
v

dP

dt
=

⇢�
m�

VT texp
dP

dt
=

⇢�
m�

MT texp
⇢T

dP

dt
(24)

Now restoring the energy di↵erential dependence on !, we have

1

MT texp

dNsig

d!
=

⇢�
m�⇢T

dP

dtdw
=

Q2⇢�
2⇡2m�⇢T v

Im

✓
� 1

"(!)

◆
ln

✓
2E�,0

!

◆
, (25)

and we divided out by MT texp to get an expression in units Hz/kg if we normalize to MT = kg and texp = 1s. This
is equivalent to the expression in Yoni’s note when we identify the LHS here with dR/dE
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FIG. 4. Left: If DM-SM scattering is assumed to involve elastic interactions with detector particles, there are many reported
bounds on �p assuming equal DM couplings to electrons and protons. Note that several of the bounds in this plot are based on
translating electron recoil searches according to �p = �eµ

2
�p/µ

2
�e where µij is the ij reduced mass. However every experiment

shown in dashed contours observes an excess of events as shown in Table I (see also [44, 45] for discussions of the upper part
of the contours). These excesses are not currently reported as DM signals because the spectral shape for elastic DM scattering
does not provide a good fit to these data (see the left panels of Fig. 2 for examples of such shape mismatch). Consequently,
these results are reported as limits, not as evidence of a DM signal. Right: Favored parameter space for which a DM-proton
interaction with a secondary plasmon excitation probability P can accommodate excess event rates in a Ge target on the order
of 1–10 Hz/kg with Edet up to 100 eV (shaded pink and red). A leptophobic DM-nucleus interaction could excite plasmons
without ever directly inducing electron recoils, so many of the dashed regions in the left panel may not apply. Note that the
CRESST-II [46] bounds are based on an elastic nuclear recoil search which does not observe a significant excess inconsistent
with standard radioactive backgrounds, so these constraints are treated as an upper bound in mass; the elastic nuclear recoil
limit set by CRESST-III holds in this parameter space, particularly in light of the lack of an observed plasmon resonance in
CaWO4, and excludes a substantial fraction of the allowed parameter space, but is presented as a dashed curve to emphasize
the presence of an unmodeled excess rate. The limit from EJ-301 [24] also observes an excess rate but sets conservative limits
based only on the total single-photoelectron rate rather than a fit to an expected spectrum. Also shown are exclusions from
CMB scattering [47] and Milky Way satellites [48].

In the limit where the dark photon is massless, mA0 !

0, the DM e↵ectively acquires an electric millicharge gD;
this interpretation holds as long as mA0 ⌧ q where q
is the typical momentum transfer in the process under
consideration. In the opposite limit, where mA0 � q,
the DM e↵ectively has contact interactions with charged
particles, including electrons and nuclei.

A. Scenario 1: Secondary Plasmon Excitation
through Hard Inelastic Scattering

One way to interpret the origin of this plasmon res-
onance signal is through the inelastic nuclear scatter-
ing of 100 MeV-scale DM through a contact interaction
(mA0 � q).9 This is similar to recent calculations of
the Migdal e↵ect [21], except that the existing literature

9 We choose the case of a heavy mediator for concreteness, both
in order to explore the observed rates in the context of a ther-

presenting the formalism for the Migdal e↵ect relies on
an isolated atom approximation and cannot be reliably
extended to semiconductors.10

In light of this uncertainty, we factorize the DM-
induced ionization rate R in a semiconductor into a spin-
averaged single-proton cross section

�p =
16⇡2↵↵Dµ2

�p

m4
A0

, (10)

where ↵D ⌘ g2D/4⇡, times an energy/momentum-
averaged plasmon excitation probability P  1 per in-

mal freeze-out target and because the total nuclear scattering
cross section is finite and momentum-independent; the possibil-
ity of secondary excitation through a light mediator may also be
possible but is not considered here.

10 Ref. [18] made strides toward addressing this problem, though
their analysis was still restricted to non-interacting single-
particle wavefunctions, which cannot describe the plasmon.
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FIG. 3. Cartoon of indirect plasmon excitation through a
hard scattering event, where the imparted momentum is dom-
inantly carried by multiple phonons, while the imparted en-
ergy is carried by the low-momentum plasmon.

IV. DARK MATTER SCENARIOS FOR
PLASMON EXCITATION

Having excluded the possibility that the plasmon could
arise from SM particles, we now make a further leap and
consider the hypothesis that DM could account for these
plasmon excitations. If a DM particle with mass m� and
incident velocity v deposits energy E and momentum q
in a detector, energy conservation requires

E = q ·v �
q2

2m�
, (5)

which implies

q �
E

v
, (6)

which is saturated in the limit of forward scattering and
m� ! 1. Taking E = Ep = 16 eV for the typical
plasmon energy in Ge, we find that to excite the plasmon
directly (i.e. q < qc, see Eq. (4)) we must have

v & 10�2 (direct plasmon excitation). (7)

Since this exceeds Galactic escape velocity in the Earth
frame [57], gravitationally-bound DM with v ⇠ 10�3 can-
not directly excite a long-range plasmon. However, we
identify two qualitatively distinct mechanisms by which
DM (or a sub-component) can still account for the ob-
served excesses:

• Scenario 1, Secondary Plasmon: In analogy
with the Migdal e↵ect [21, 58], if halo DM with the
standard Maxwellian velocity distribution peaked
at v ⇠ 10�3 first scatters o↵ a target nucleus, the
interaction can transfer a majority of the momen-
tum to phonons, while imparting most of the de-
posited energy to the plasmon which carries q < qc
(see Fig. 3).7 The plasmon can then decay to

7 Note that the scale of the momentum transfers we will consider,
O(15 keV) from Eq. (6), is precisely in the regime between single-

phonons and electron/hole pairs. In this scenario,
the signal rates scale as Z2 where Z is the atomic
number of the target material.

• Scenario 2, Fast DM Sub-Component: Al-
though the majority of halo DM in our Galaxy must
satisfy v . 10�3 to account for observed rotation
curves, it is possible that a small fraction f ⌧ 1
of the local DM density is accelerated to speeds
v & 10�2 above Galactic escape velocity (e.g by so-
lar reflection [61, 62]).8 Unlike in Scenario 1 above,
here the rate scales inversely with the target’s mass
density and is independent of Z since the plasmon
is excited directly without the DM having to first
undergo nuclear scattering.

These scenarios are complementary: Scenario 1 requires
no non-standard DM ingredients but features large the-
oretical uncertainty in the plasmon-phonon coupling; by
contrast, Scenario 2 has no theoretical uncertainty in the
direct plasmon excitation probability, which is in one-
to-one correspondence with an EELS measurement, but
requires an explanation for the fast DM sub-component.
In both scenarios, a plasmon with a large branching ra-
tio to phonons only can accommodate the spectral shape
of the excess and match the total observed rate in the
EDELWEISS 78 V run for 2 or more charges, ⇠ 10 Hz/kg
[6].

Theoretically, both of these scenarios can be realized
within a standard framework for DM below the GeV
scale. Let � be a DM candidate particle of mass m�

coupled to a new spin-1 U(1) gauge boson A0, which ki-
netically mixes with the SM photon. Here � can be a
scalar or a fermion and such an interaction has long been
a standard benchmark for sub-GeV DM studies [73–75].
In the mass eigenbasis, the Lagrangian for this model can
be written

L � �
m2

A0

2
A0

µA0µ + A0
µ(eJµ

EM + gDJµ
D), (8)

where JEM is the SM electromagnetic current,  ⌧ 1
is a small kinetic mixing parameter, gD is the DM-A0

coupling constant and Jµ
D is the DM current

Jµ
D =

(
i(�⇤@µ� � �@µ�⇤) Scalar

�̄�µ� Fermion,
(9)

which are analogous to scalar and fermionic versions of
“dark electromagnetism” with a massive dark photon.

phonon excitation and direct nuclear scattering, where direct
multi-phonon production is expected to dominate [59]. Indeed,
the displacement energy of bulk Ge is 10–50 eV [60], so below this
energy, an elastic nuclear recoil is not even an on-shell state, and
the non-electronic energy must appear in the form of phonons –
see Appendix B.

8 Other possibilities for achieving a fast sub-component of dark
sector particles include boosted DM [63–65], cosmic ray up-
scattering [66–69], direct production in supernovae [70, 71], and
acceleration from supernova remnants [72].



Predictions

Xenon crystal should see increased rate  over liquid Xe, etc.
3) Other materials should see this 

1) Future results should continue to see ~ Hz/kg excesses 

2) Annual modulation (but weird!)

Despite improved shielding + BG rejection

Large rates, should already be possible 
No shift in signal shape, only normalization
Anisotropic crystals (daily modulation?)

4) Neutron Scattering in Ge should see plasmon
Measures secondary excitation probability



Conclusion

4) This process may originate from DM interactions

3) Currently no known plausible SM explanation

1) There are many sub-GeV direct-detection excesses

2) There is a candidate process to explain these results

-direct plasmon excitation (fast millicharge DM fraction)

-secondary plasmon excitation (normal DM setup)



Thanks!
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Solar pp Neutrinos? 4

IV. COSMIC NEUTRINOS?

Just like in model 1, it should be possible for a neutrino to induce a secondary plasmon excitation by depositing
⇠ 16 eV of energy into a nuclear target. The coherent scattering cross section of solar neutrinos on a target with Z
and A atomic and mass numbers is (arXiv:1904.01155)

d�

d cos#
=

G2
F

8⇡

⇥
Z(4 sin2 ✓W � 1) + (A� Z)

⇤2
E2

⌫(1 + cos#) (26)

where # is the scattering angle with respect to the incident neutrino direction, so the total cross section is

�coh =
3G2

F

8⇡

⇥
Z(4 sin2 ✓W � 1) + (A� Z)

⇤2
E2

⌫ ' 1.5⇥ 10�42 cm2

✓
E⌫

400 keV

◆2

(27)

where we have taken Ge as the target material with Z = 32 and A = 72.6 and used the upper limit of solar pp
neutrinos.. The flux of pp neutrinos near the 400 keV peak is �pp = 2 ⇥ 1011 Hz cm�2. In 1 kg of Ge we have
NGe = 8.2⇥ 1024 nuclear targets, so the rate per kg can be written

Rpp = NGe�pp�
coh
pp ' 2.3⇥ 10�6 Hzkg�1 , (28)

which is woefully inadequate. Note also that the pp neutrinos are slightly too feeble to induce a 16 eV plasmon
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which is just too feeble for what we need even in the maximum back to back recoil since the pp neutrinos eat shit at
400 keV. Other possible neutrino sources (see hep-ex/0312045) have much lower fluxes (at least 5 orders of magnitude
down) and only have marginally larger cross sections because E⌫ ⇠ few MeV, so we conclude that a 10 Hz/kg rate is
not compatible with a solar neutrino origin.

Other neutrino sources are also poor candidates for this signal: atmospheric neutrinos have multiple orders of
magnitude lower fluxes compared to solar neutrinos; the cosmological relic neutrino background has a weak cross
section of � ⇠ 10�50 cm2 and a number density comparable to DM in this range few 100/cm3, so there’s no way to
obtain a rate of the size required. so no known population of cosmic neutrinos can account for these excesses
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Figure 1. The solar neutrino spectra predicted by the SSM.
The neutrino fluxes at one astronomical unit from continuum
sources are given in units of cm−2 s−1 MeV−1, and the line
fluxes are given in cm−2 s−1. Courtesy of J.N. Bahcall from
http://www.sns.ias.edu/∼jnb/.

in a few minutes and hence provide a direct way to
study processes by which protons form helium in the
Sun. As early as 1949 Luis Alvarez proposed that
the hypothesis of nuclear reactions powering the Sun
could be tested by measuring the solar neutrino flux.

The number of neutrinos that we should expect
is equal to twice the ratio of the energy received at
the Earth in the form of sunshine, to the energy re-
leased when the four protons produce helium. The
resulting number is huge: almost 1011 neutrinos pass
through each square centimeter on Earth every sec-
ond. Even with such numbers the detection proved a
formidable challenge because of the very small scat-
tering cross section of neutrinos on ordinary matter.
The attraction of the measurement is nevertheless
clear!

The detailed prediction of the electron neutrino
flux created by the thermonuclear reactions in the
interior of the Sun was performed by John Bah-
call and his collaborators from the 1960’s until now.
Their calculations are referred to as the Standard
Solar Model (SSM). In this paper, the Bahcall-
Pinsonneault calculations2 are used to compare ex-
perimental results and theoretical predictions. The
solar neutrino spectra predicted by the SSM are
shown in Fig. 1.

3 Neutrino Oscillations

It is known that neutrinos exist in different flavors
corresponding to the three charged leptons: the elec-
tron, muon, and tau particles. If neutrinos have
masses, flavor can mix in a charged-current interac-
tion mediated by the W boson. The neutrino emitted
in a weak interaction is then a superposition of mass
eigenstates

νℓ =
n
∑

i=1

Uℓi|νi⟩ . (1)

The charged-current interactions in the leptonic sec-
tor are then described by the mixing matrix U

U =

⎛

⎝

Ue1 Ue2 · · · Uen

Uµ1 Uµ2 · · · Uµn

Uτ1 Uτ2 · · · Uτn

⎞

⎠ . (2)

Here the neutrino mass eigenstates are denoted
by νi with i = 1, 2, · · · , n, while the charged
lepton flavor eigenstates are labeled (e, µ, τ). In
the case of three generations of neutrino, the
matrix U is called the Maki-Nakagawa-Sakata-
Pontecorvo (MNSP) matrix3 and appears analogous
to the Cabibbo-Kobayashi-Maskawa (CKM) mixing
matrix4 in the quark sector. The MNSP can be fac-
torized as

U = U12 × U23 × U13 , (3)

with

U12 =

⎛

⎝

c12 s12 0
−s12 c12 0

0 0 1

⎞

⎠ , (4)

U23 =

⎛

⎝

1 0 0
0 c23 s23

0 −s23 c23

⎞

⎠ , (5)

U13 =

⎛

⎝

c13 0 s13eiδ

0 1 0
−s13e−iδ 0 c13

⎞

⎠ , (6)

where cij = cos θij , sij = sin θij , and i, j denote the
lepton generations. Possible CP-violation is natu-
rally embedded in the phase δ.

The leptonic mixing matrix naturally allows for
flavor oscillations of the neutrinos. The most gen-
eral form for solar neutrino oscillations can be sim-
plified where only two neutrinos participate in the
oscillation. The large neutrino flavor mixing between

4

IV. COSMIC NEUTRINOS?

Just like in model 1, it should be possible for a neutrino to induce a secondary plasmon excitation by depositing
⇠ 16 eV of energy into a nuclear target. The coherent scattering cross section of solar neutrinos on a target with Z
and A atomic and mass numbers is (arXiv:1904.01155)
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where # is the scattering angle with respect to the incident neutrino direction, so the total cross section is
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where we have taken Ge as the target material with Z = 32 and A = 72.6 and used the upper limit of solar pp
neutrinos.. The flux of pp neutrinos near the 400 keV peak is �pp = 2 ⇥ 1011 Hz cm�2. In 1 kg of Ge we have
NGe = 8.2⇥ 1024 nuclear targets, so the rate per kg can be written
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coh
pp ' 2.3⇥ 10�6 Hzkg�1 , (28)

which is woefully inadequate. Note also that the pp neutrinos are slightly too feeble to induce a 16 eV plasmon
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400 keV. Other possible neutrino sources (see hep-ex/0312045) have much lower fluxes (at least 5 orders of magnitude
down) and only have marginally larger cross sections because E⌫ ⇠ few MeV, so we conclude that a 10 Hz/kg rate is
not compatible with a solar neutrino origin.

Other neutrino sources are also poor candidates for this signal: atmospheric neutrinos have multiple orders of
magnitude lower fluxes compared to solar neutrinos; the cosmological relic neutrino background has a weak cross
section of � ⇠ 10�50 cm2 and a number density comparable to DM in this range few 100/cm3, so there’s no way to
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Can’t make plasmon

Most abundant terrestrial neutrino flux

… and flux too low

need ~ 16 eV in Ge



Photons/Electrons?

           Photons:  Transversely polarized & can’t source plasmons
which are longitudinally polarized

Electrons: Mean free path ~ nm
Would multiple scatter and create many plasmons
Not observed: need single energy deposit < 100 eV



Muons? 4

FIG. 1. Integrated rate of each excess versus approximate
depth (shifted for clarity), separated by detector medium.
Ranges are given according to the same criteria in Table I with
the shaded bands indicating regions most consistent with all
observed excess rates for Ge (red), Si (blue), and Xe (green),
along with the muon flux from [25] in dashed black to high-
light the lack of dependence on depth. For the measurements
which only give a lower bound on excess rate, the range is
drawn o↵ the top of the plot. Given some reasonable model for
the spectrum of the excess below threshold, an upper bound
should apply to these measurements, but such a bound is out-
side of the scope of this paper. We also note that there exists
some tension among the silicon measurements shown here.

XENON100, and XENON1T match to within an order of
magnitude when the same threshold is applied. This im-
plies at the very least that some event rate is scaling with
mass rather than liquid-gas interface area, supporting an
interpretation as a real signal in the detector rather than
a detector readout e↵ect.

C. Determining Signal Origin

The significance of these apparent coincidences is that
these detectors acquired data in very di↵erent environ-
ments (both near surface and deep underground), each
with distinct technologies, at dramatically di↵erent tem-
peratures and electric fields, with greatly varying degrees
of shielding. There is no detector e↵ect or known back-
ground that should conspire to produce the same event
rate in these detectors. Furthermore, in all four semicon-
ductor detectors, a charge produced with arbitrarily low
energy above the band edge may be detected: there is
no threshold for charge detection. By contrast, the NR
searches have a nonzero energy threshold, below which
events can be hidden depending on the energy spectrum
of the signal.

run with minimal overburden, we regard this result as qualita-
tively interesting and await further data from an underground
run.

At this point in our discussion we therefore make a bold
assumption: that all the excesses in Tab. I are caused by
a common source.4 We justify this assumption based
on the electron recoil results, arguing at the very least,
that interesting new detector physics is being probed by
these experiments. If this is the case, then it stands to
reason that any other detector should be sensitive to the
same rate of these events, and an excess above a modeled
background can be interpreted as arising from the same
source. The measurement of a statistically significant
excess in Ge in both the Edet and Ee channels allows
us to characterize the nature of these events under that
assumption.

For the last decade, DM experiments have been reject-
ing irreducible electron recoil backgrounds using the dif-
fering yield between nuclear and electronic recoils, often
called the quenching factor, utilizing simultaneous mea-
surements of energy in complementary detection channels
(see e.g. Refs. [26, 27] and Appendix B). For solid-state
experiments, the readout typically comprises both a heat
(Edet) and charge or light (Ee) signal. The charge (or
light) yield for an event of energy Edet is then computed
as y(Edet) = Ee/Edet, where y = 1 is characteristic of
an electron recoil event, and y < 1, following a measured
yield curve [27], can be used to select the expected nu-
clear recoil band.

Taking the example of a charge detector, Ee is a de-
rived parameter based on the empirical fact that, on av-
erage, one electron-hole pair is produced per ✏eh of Edet

energy.5 In other words, an average of neh = Edet/✏eh
electron-hole pairs is produced for such an event, giv-
ing the relation Ee = Edet = neh✏eh for electron recoil.
While this relation is usually used to convert measured
charge to an equivalent energy spectrum, it can also be
used to compare measured Ee and Edet spectra from the
same source of events to determine whether they are con-
sistent with expectations for electron recoils, nuclear re-
coils, or neither. For further details, see Appendix B.

The recent release of the high-voltage EDELWEISS
DM search [6] is thus the most significant development
to date because, taken with the previously published Edet

spectrum from a similar detector, it is the first dataset
in which we can compare the two spectra directly to de-
termine a likely origin. This type of detector actually
measures a combination of Ee and Edet as we have de-
fined them, producing an Ee measurement according to

Ee = Edet


y(Edet) +

✏eh
e · Vdet

�
, (1)

4 Note here that we do not, at this stage, argue that the common
source is the same population of dark matter scattering in each
detector. Even if dark matter turns out not to be the explanation
for these events, the conclusions made here stand independently
of the particular source of events.

5 ✏eh is a measured material property and varies material to ma-
terial, and is measured such that Ee in di↵erent materials for a
given calibration source can be plotted on a consistent energy
axis.

Muon flux has known scaling with depth



Neutrons?

Possible in principle 

Neutron could scatter nucleus, excite secondary plasmon
Possible calibration strategy 

Collar, Baxter, Kahn, Kavner, GK [in preparation]

Hard to explain all excesses this way

Different Depths 

Different Exposures 
Different Composition 

Different Shielding Why is the neutron flux
independent of these factors? 

Baxter, Kahn, Kurinsky, GK [in preparation]



Q: Can the “Migdal effect” realize this?
More than just nuclear recoil!

An isolated atom (nucleus + electrons) at rest is a momentum 
and energy eigenstate. If you whack the atom, both recoil

If you hit the electron directly:

If you hit the nucleus:

e�

Same inelastic kinematics, vastly different dynamics!

“electron recoil”
2
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FIG. 1. Illustration of electron emission from nuclear re-
coils. If a DM particle scatters o↵ a nucleus (panel 1), we
can assume that immediately after the collision the nucleus
moves relative to the surrounding electron cloud (panel 2).
The electrons eventually catch up with the nucleus, but indi-
vidual electrons may be left behind and are emitted, leading
to ionisation of the recoiling atom (panel 3).

given by

d2Rnr

dER dv
=

⇢ �N

2µ2
N mDM

f(v)

v
, (1)

where ⇢ denotes the local DM density, �N the DM-
nucleus scattering cross section1, mDM the DM mass,
µN = mN mDM/(mN + mDM) the DM-nucleus reduced
mass and f(v) =

R
v2 f(v) d⌦v the DM speed distribu-

tion in the laboratory frame [51]. We neglect nuclear
form factors since we are only interested in small momen-
tum transfers. The di↵erential event rate for a nuclear
recoil of energy ER to be accompanied by an ionisation
electron with energy Ee is

d3Rion

dER dEe dv
=

d2Rnr

dER dv
⇥ |Zion(ER, Ee)|

2 , (2)

where the transition rate is given by

|Zion(ER, Ee)|
2 =

X

nl

1

2⇡

dpcqe(nl ! Ee)

dEe
. (3)

In this expression n and l denote the initial quan-
tum numbers of the electron being emitted, qe =
me

p
2ER/mN is the momentum of each electron in the

rest frame of the nucleus immediately after the scatter-
ing process, and pcqe(nl ! Ee) quantifies the probability
to emit an electron with final kinetic energy Ee. We can
make the dependence of pcqe(nl ! Ee) on qe explicit by
writing

pcqe(nl ! Ee) =

✓
qe

vref me

◆
pcvref

(nl ! Ee) , (4)

where vref is a fixed reference velocity. The functions
pcvref

(nl ! Ee) depend on the target material under con-
sideration. We use the functions from ref. [44], which
have been calculated taking vref = 10�3.

1 We have absorbed the coherent enhancement factor into our def-
inition of �N .

If the emitted electron comes from an inner orbital,
the remaining ion will be in an excited state. To return
to the ground state, further electronic energy will be re-
leased in the form of photons or additional electrons.2

The total electronic energy deposited in the detector is
hence approximately given by EEM = Ee + Enl, where
Enl is the (positive) binding energy of the electron before
emission.
We integrate eq. (2) over the nuclear recoil energy and

the DM velocity to calculate the energy spectrum, in-
cluding only those combinations of ER, EEM and v that
satisfy energy and momentum conservation. The result-
ing calculation is identical to the case of inelastic DM [54],
with the DM mass splitting �m being replaced by the
total electronic energy EEM.3 We find

vmin =

s
mNER

2µ2
+

EEM
p
2mNER

. (5)

The maximum electronic and nuclear recoil energy for
a given DM mass are given by

ER,max =
2µ2

N v2max

mN
, EEM,max =

µN v2max

2
. (6)

For vmax ⇡ 800 km/s, mDM ⌧ mN (and hence µN ⇡

mDM), we generically find EEM,max � ER,max. For
concreteness, for mDM = 0.5GeV and mN = 120GeV
(the approximate xenon atom mass), we find ER,max ⇡

0.03 keV while EEM,max ⇡ 1.8 keV. The electronic en-
ergy is therefore much easier to detect than the nuclear
recoil energy.

Sensitivity of liquid xenon detectors.— Having ob-
tained the relevant formulae for the distribution of elec-
tronic and nuclear recoil energy at the interaction point
where the DM-nucleus scattering occurs, we now convert
these energies into observables accessible for direct detec-
tion experiments. The focus of this discussion will be on
liquid xenon detectors, but we note that the dominance
of the electronic energy EEM resulting from the Migdal
e↵ect is not limited to xenon. These detectors convert
the atomic excitations and ionisations at the interaction
point into a primary (S1) and a secondary (S2) scintil-
lation signal [55]. A specific detector can be character-
ized by two functions: pdf(S1,S2|ER, EEM) quantifies the
probability to obtain specific S1 and S2 values for given
ER and EEM; and ✏(S1,S2) quantifies the probability that
a signal with given S1 and S2 will be detected and will
satisfy all selection cuts. Using these two functions, we
can write

d2R

dS1 dS2
= ✏(S1,S2)

Z
dER dEEM

d2R

dER dEEM

⇥ pdf(S1,S2|ER, EEM) , (7)

2 In contrast, the probability to obtain double ionisation from the
Migdal e↵ect itself is exceedingly small [52, 53].

3 We neglect the di↵erence in mass between the original atom and
the recoiling excited state.

“Migdal effect” [Baxter, YK, Krnjaic 2019]
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the remaining ion will be in an excited state. To return
to the ground state, further electronic energy will be re-
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hence approximately given by EEM = Ee + Enl, where
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0.03 keV while EEM,max ⇡ 1.8 keV. The electronic en-
ergy is therefore much easier to detect than the nuclear
recoil energy.

Sensitivity of liquid xenon detectors.— Having ob-
tained the relevant formulae for the distribution of elec-
tronic and nuclear recoil energy at the interaction point
where the DM-nucleus scattering occurs, we now convert
these energies into observables accessible for direct detec-
tion experiments. The focus of this discussion will be on
liquid xenon detectors, but we note that the dominance
of the electronic energy EEM resulting from the Migdal
e↵ect is not limited to xenon. These detectors convert
the atomic excitations and ionisations at the interaction
point into a primary (S1) and a secondary (S2) scintil-
lation signal [55]. A specific detector can be character-
ized by two functions: pdf(S1,S2|ER, EEM) quantifies the
probability to obtain specific S1 and S2 values for given
ER and EEM; and ✏(S1,S2) quantifies the probability that
a signal with given S1 and S2 will be detected and will
satisfy all selection cuts. Using these two functions, we
can write
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A: PROBABLY NOT 

Calculations assume single-atom systems

Also assume Hydrogenic wave functions

No treatment of multi-body physics (phonons etc)

See recent progress: Essig, Pradler, Sholapurkar, Yu 1908.10881

Migdal rates from Ibe et. al. too low, however: 


