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The problem
• Problem: Too much data, too little storage

– High demand for compression
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The solution
• Lossy compression needs to be tailored

– Solution: Lossy Machine Learning based compression
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The catch
• Lossy compression comes with a price:

– Decompressed data is not equal to original data
– Does this mean that lossy compression is bad?

• Works well in cases where more data is better
– For example: Particle physics, where more data compensate for the loss

• Works extremely well in cases where data would be thrown away
– Trigger level analysis
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The prologue
• Multiple previous studies have on ATLAS data by Caterina and her students
• Me and Axel inherited a jupyter notebook, hosted on the European open 

science cloud
• We got a Manchester based grant of 100 000 kr to make the tool available for 

other researchers
• We were invited to present this at a conference in Brussels
• Interest from the general physic community was huge
• Got a phone call LTH computer science lecturer concerning a new master 

student
– But then she asked for the documentation.
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• Panic ensued
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Refactoring

• Refactored jupyter notebook to python library
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Project management
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Sprints
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Baler
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What is Baler
• It is a tool which lets you

– Derive a machine learning model to optimally compress your dataset
– Plot performance
– Compress the dataset
– De-compress the dataset
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Does it work?
• Yes, and the work now is to determine how well it works

– We can reconstruct most jet data with maximum response of 4%
– A lot better than simpler methods like PCA
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Future work
• Use baler to systematically reproduce the previous findings and publish results 

for HEP data
• Work together with team of 8 + RSE to create a publicly available open source 

tool to be used by researchers in vastly different fields
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Takeaway points
• Jupyter notebooks are great as a persuasion tool, but not for tool development
• Basic organization of code and work backlogs get you very far

– Adding collaborators is much simpler and needs much less meetings
• I would highly recommend Alma’s course in large scale software development

– ETSN05
• Try something new!
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https://cs.lth.se/fileadmin/cs/ETSN05/Kursplan_2021_22_ETSN05.pdf
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