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Civilization advances by extending
the number of important operations
which we can perform
without thinking about them

Alfred North Whitehead (1911)



Computation may someday be organized
as a public utility ...
The computing utility could become the
basis for a new and important industry.

John
McCarthy
(1961)




The grid vision

Accelerate discovery and innovation by
providing on-demand access to computing

* “the average computing environment
remains inadequate for [many]
computationally sophisticated purposes”

* “If mechanisms are in place to allow
reliable, transparent, and instantaneous
access to high-end resources, then
It Is as If those resources are
devoted to them”

[The Grid, Chapter 2, 1998]




Another pioneer: NorduGrid
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Example grid scenarios

= “The application service providers, storage service
providers, cycle providers, and consultants
engaged by a car manufacturer to perform scenario
evaluation during planning for a new factory”

= “Members of an industrial consortium bidding on a
new aircraft”

= “A crisis management team and the databases and
simulation systems that they use to plan a
response to an emergency situation”

» “Members of a large, international, multiyear high-
energy physics collaboration”
From: The Anatomy of the Grid, 2001
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What has changed?

 Thousands of people learned about the joys of
large-scale distributed systems

* Virtual organization concepts and technologies

* Now routine to move 100s of terabytes (e.q.,
GridFTP moves >2 petabyte per day)

« High throughput computing is mainstream (e.g.,
Condor and Globus run millions of jobs per day)

« Large Hadron Collider found the Higgs
e Earth System Grid supports >25,000 users
« Commercial cloud computing has exploded



Looking forward

= Exploding data volumes and earlier successes
mean that many more people face challenges
of big data, big compute, big collaboration

= Networks are several orders of magnitude
faster than when Grid started

= Commercial cloud providers provide a
substrate on which powerful new capabilities
can be built with new economies of scale



The BVP Cloudscape

Top 300 Privately Held Cloud Companies
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Cloud has transformed how software
iIs developed and delivered

Software as a service: SaaS

3 (web & mobile apps)

riEit CNETFLIX

M|crosoft Azure I ﬁ)rce

loud platfor

Infrastructure as a service: laaS
amazon [EC2 =3

amazon |
webservices™ 83 eeeeeeeeeeeeeeeeee

PaaS enables more rapid, cheap, and

~ scalable delivery of powerful apps—as Saa%



The right platform can do
the same for science

Big science

We can leverage cloud to provide solutions that
span the vast majority of researcher needs ..



The right platform can do
the same for science

Big science
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We can leverage cloud to provide solutions that
span the vast majority of researcher needs .,
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rA science platform can spur a
discovery cloud ecosystem

Software as a service: SaaS

8. (web and mobile apps)

Iripit NETFLIX

salesforce

Bm Microsoft Azure W‘ﬁ)rce

cloud platform

Infrastructure as a service: laaS
amazon [EC2 @

amazn|€3

In so doing, we can slash costs, improve quality, and

~accelerate discovery across the sciences *©



rA science platform can spur a
discovery cloud ecosystem

Software as a service: SaaS
>0 e (web and mobile apps)

Tripit | NETFLIX

salesforce

P

_ NS : |
L B Microsoft Azure i force

cloud platform

Infrastructure as a service: laaS
amazon [EC2 @

ge.p S%r%i?e'gwl s 3 Google Compute Engine v. n NC AR

In so doing, we can slash costs, improve quality, and
~accelerate discovery across the sciences v




What can we automate and

outsource in science?

Run experiment
Collect data
Move data
Check data
Annotate data
Share data
Find similar data
Link to literature
Analyze data
Publish data

<€

<€

<€

Automate
and
outsource

Discovery
Cloud




Ming’s server @ UW; 3 BROCASs Data
(~800 samples, ~2T8B in total;

NG WGS data then 200 NG about 500GB) challenges
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Our highways
encompass the Internet,
ultra-high-speed networks,
science DMZs, data
transfer nodes, high-speed
transport protocols

WE X LOGISTICS

A good delivery service
automates, schedules,
accelerates, adapts.

It provides APIs for experts
and casual users.

Cuts costs and saves time.



Globus: Research data

) management as a service

globus.org

RESEARCH
DATA

c AN wd B cC|~7]|D
1]5[1)4/8/7)2/0/8)5]7|3 [N

Essential research data Outsourced and automated
management services = High availability, reliability,
" File transfer performance, scalability

= Data sharing
= Data publication
= |dentity and groups

= Convenient for
= Casual users: Web interfaces

- = Power users: APIs
Builds on 15 years of research = Administrators: Install, manage




Globus and the research data lifecycle

Instrument

Globus transfers files
reliably, securely

2

Researcher initiates "\,
transfer request; or
requested automatically

by script, science

gateway

* SaaS 2 Only aweb
browser required

* Use storage system
of your choice

« Access using your
campus credentials

Compute Facility

Researcher

/ selects files to

share, selects
user or group,
and sets access
permissions

Collaborator logs in to
Globus and accesses
shared files; no local
account required,;
download via Globus

Personal Computer

4 Globus controls :
access to shared ’
files on existing o
‘ —

storage; no need
to move files to Curator reviews and
cloud storage! approves; data set
published on campus
or other system

Researcher
assembles data set;
describes it using
metadata (Dublin
core and domain-
speC|f|c)

Publication

\Repository
8

Peers, collaborators l
search and discover
datasets; transfer and F
share using Globus \

=D &




Globus by the numbers

160 PB

transferred

25 billion

files processed

38,000

registered users

13

national labs

ION00[0

active endpoints

99.9%

uptime

use Globus

+ 3 months
_ 35 longest 1 3 O
institutional continuously federated

subscribers

managed transfer

campus identities




Platforms can slash costs, simplify
access, increase
interoperability
For example, by
providing:

* Federated identity

system with fine-
grained authorization

= Data management
easlly integrated @ 3 R o0 R
with ap pl ication Domainndependnt and domin-specific services
workflows
_ Vl a RE STfU | AP | S Foundation services: Globus Auth, Groups, etc.




Globus PaaS: Ecosystem
enabler

’. P=
« Ci c::nnect @

"..

ML globus
@ ? genomics

UNIVERSITY OF x
EXETER Auth & Groups -
SO,

KBase [g;
S CLH Globus Toolkit UNIVERSITY

. A

Data Publication & Discovery
| MICHIGAN

iV i
B NCAR

File Sharing

Globus APIs

File Transfer & Replication

Globus Connect

VAV VY




Globus PaaS and Open
Science Grid

Show the bookmarks in this fblder

'@ hups @ portal.osgconnect.net/Sionlr ¢ | Reade JI,QJ

OSg connect Support ~ Resources v OSG Connect v Sign In / Register

Efficiently connect your science to cycles and data

Sign Up with Globus Online

Sign In

Using your InCommon / ClLogon login. alternate login

OSG Connect offers users simple
You will now be redirected to InCommon / CiLogon’s

access to distributed high throughput authentication page.
computing resources, and reliable,

high-performance file transfer
services.

© 2013 Open Science Grid and University of Chicago



Simple web app server login
>, KBGS& About ~ Data&Tools~ Docs~ Help ~ Sign In

PREDICTIVE BIOLOGY

Search our site Q
Maintenance Window - February 13, 2016 in 2 days Sat Feb 13 from 10:00am to 3:00pm

KBase: The Department of Energy Systems Biology Knowledgebase

Analyze your data with KBase apps

v
' APPS & METHODS Q Insert Genomes into Species Tree
< DU P L VLU VIO Determine evolutiona%relationships between organisms by calculating a tree ¢
l"'-l v0.1.0 ' with closely related public genomes in KBase. more..

The "Insert Genomes into Species Tree" app allows a user to determine evolutionary rel

0 New to KBase?

& g;mp ‘,’1 omeEGenomes from on the differences in their genomic sequences. In this app, the user may either uploac
V010 existing genomes already in KBase. KBase will then recruit these genomes into a s
specified number of phylogenetically close genomes from the KBase reference genom

The tree object may be exported or viewed in KBase.

- Insert Genomes into Species Tree
= >4 V0.0

Q Search Data

Step 1 - Insert Genome Into Species Tree

Propagate Genome-scale Model to Add one or more genomes to the KBase species tree. more...
& Clospg%enorm
v0.1.0
OME  Mycoplasma_capricolum su... x * ¥ Genomerto |
I
el Reconstruct Community Metabolic species tree
- =4 Maodel ‘ .
+ add another Genome Slgn ln

KBase apps are ready-to-use workflows consisting of a set of chained methods that
together perform some useful analysis.

KBase is an open platform for comparative functional genomics and systems biology for microbes,
plants and their communities, and for sharing results and methods with other scientists.



Jetstream cloud service

@ @ /5 Atmosphere X | Steve
&~ C' @ https://use.jetstream-cloud.org/application/images . & Dok @a @® =

jﬂtStf €dM  oemo

M Iimages

Q SEARCH W 1AGS

Search across image name, tag or description

Showing 5 of 5 images =it | 3 Grid

Featured Images

All Images

CentOS 7 Stock 1601
Feb 1st 2016 08:31 am CST by admin

Imported Application - CentOS 7 Stock 1601

CentOS 6 Stock 1601

FKals 4ad ANAD NONA i NOT i omalianloa

©2016 Jetstream (¢ Feedback & Support




Serving a global community:
NCAR’s Research Data Archive

CISL Research Data Archive

Managed by NCAR's Data Support Section
Data for Atmospheric and Geosciences Research

Go to Dataset:

Find Data Ancillary Services About/Contact Data Citation Web Services For Staff

DEIET & All Datasets Recently Added/Updated Browse the RDA

Agriculture - Atmosphere - Biosphere - Climate Indicators - Cryosphere - Hydrosphere - Land Surface
Oceans - Paleoclimate - Solid Earth - Spectral/Engineering - Sun-earth Interactions

All Reanalysis Datasets - BPRC Arctic System Reanalysis (ASR) - ECMWF 20th Century Reanalysis (ERA-20C)
ECMWF ERA15 Reanalysis (ERA15) - ECMWF ERA40 Reanalysis Project (ERA40)

ECMWEF Interim Reanalysis (ERA-I) - JMA Japanese 25-year Reanalysis (JRA25)

JMA Japanese 55-year Reanalysis (JRA55)

NCAR Global Climate Four-Dimensional Data Assimilation Reanalysis (CFDDA)

NCEP Climate Forecast System Reanalysis (CFSR) - NCEP North American Regional Reanalysis (NARR)
NCEP/DOE Reanalysis Il (NCEPR2) - NCEP/NCAR Reanalysis Project (NNRP)

NOAA-CIRES 20th Century Reanalysis (20CR)

Hourly Monthly

Platform Observations

Other Ways to Explore:

¢ GCMD Topic: GLADE Users:
Agriculture ¢ Atmosphere e Biosphere o Climate Indicators e Cryosphere ¢ Hydrosphere o L tien Ofﬂ;,e::DA is d“’_i‘;t'V accessible from
Land Surface ® Oceans ¢ Paleoclimate e Solid Earth e Spectral/Engineering ® (Dl (€ b el S 1)

Environment. /glade files can be read

directly in place from Yellowstone and

. . Geyser/Caldera. You can find more

* Atmospheric Reanalysis Data: information under the "Data Access" tab of
All Reanalysis Datasets ® BPRC Arctic System Reanalysis (ASR) e individual datasets, including detailed lists
ECMWEF 20th Century Reanalysis (ERA-20C) ¢ ECMWF ERA15 Reanalysis (ERA15) e of /glade files.

ECMWF ERA40 Reanalysis Project (ERA40) ¢ ECMWEF Interim Reanalysis (ERA-I) e

Sun-earth Interactions




Serving a global community

Yearly Customized RDA User Access from Web Interface
utomated Archive Subsetting and Format Conversion Requests

" 17+PBvirtual  Em -
processing N
= 45,000+ custom  ; o
orders, 4,000 : . F - §
users, 380 TB L o

served in 2014

Fully automated
delivery using portal
developed w/ PaaS




PaaS enabled automated
workflow

User logs in with
NCAR or other
campus identity

NCAR Research Data Archive (RDA)
R D A MyProxy Client Authorization

Welcome to the NCAR RDA OAuth for MyProxy Client Authorization Page. The Client below

S e I e Cte d d atas et Emrzﬁzzsgizgrﬁgc:ﬁs tRoDsfggzscvierjg‘i. If you approve, please sign in with your RDA
copied to staging

Client Information NCAR RDA Email/Username tcram@ucar.e du T
are a’ (S h a're d Name: Globus Online ) NCAR RDAPassword = esessssesess ¥
URL: https://www.globusonline.org
endpoint) ED &3

User granted read permission for shared endpoint
User receives email with link to access files

ACLs deleted after five days



Sanger Imputation Service Home  About Instructions ~ Resources  Status

Sanger Imputation Service

This is a free genotype imputation and phasing service provided by the Wellcome Trust Sanger Institute. You
can upload GWAS data in VCF or 23andMe format and receive imputed and phased genomes back. Click here
to learn more and follow us on Twitter.

W @sangerimpute
Before you start Ready to start? News @sangerimp
Be sure to read through the instructions. If you are ready to upload your data, please fill 11/05/2016
) . in the details below to register an imputation Thanks to EAGLE, we can now return
You will need to set up a free account with .
) and/or phasing job. If you need more phased data. The HRC panel has been
Globus and have Globus Connect running , , , ,
information, see the about page. updated to ri.1 to fix a known issue. See

at your institute or on your computer to

Ch Log f details.
transfer files to and from the service. angeL-og for more detalls

Full name
15/02/2016
Globus API changed, please see updated
Organisation instructions.
17/12/2015
Email address New status page and reworked internals.
See Changelog.
What is this @
09/11/2015
Globus user identity Pipeline updated to add some features

requested by users. See Changelog.

® See older news...




Research data portal pattern

/Globus Web ) Globus CIoud\
4 Widgets
< Globus
{ Globus Auth Transfer
& ) Service )
f /
. “HTTPS
Browser g ( Portal Web  /{;l=5; Other
Server (Client) Services
Firewall
User’g. u Portal Other
End_pomt | Endpoint Endpoints
(optional)
\_ Desktop / Science DMZ

= Move portal storage into Science DMZ, with Globus endpoint
= | eave Portal Web server behind firewall
= Globus handles the security and data heavy lifting ~ *#



Research data portal pattern

/Globus Web ) Globus CIoud\
4 Widgets
< Globus
{ Globus Auth Transfer
& ) Service )
f /
. “HTTPS
Browser g ( S RV S/ REST Other
Server (Client) Services
Firewall
User’g. u Portal Other
End_pomt | Endpoint Endpoints
(optional)
\_ Desktop / Science DMZ

= Move portal storage into Science DMZ, with Globus endpoint
= | eave Portal Web server behind firewall
= Globus handles the security and data heavy lifting ~  *®



https://github.com/globus/globus-sample-data-portal

o /
Modern Research Data Portal , s FER « | _GRAPH I )RM LOGOUT" |\ IAN@GLOBUSID.ORG

. #

Globus Transfer API

API reference for transfer and sharing functions.

Globus Auth API

API reference for authentication and authorization.

Frequently Asked Questions

When all else fails...



globusworld

CHICAGO

Developer Workshop: Building

the Modern Research Data
Portal

New high-speed networks make it possible, in principle, to transfer and share
research data at tremendous speeds and scales—but have also proved
challenging to use in practice. Two new technologies now allow us to translate
this potential into reality: Science DMZ architectures provide frictionless end-

to-end network paths; and Globus APIs allow programmers topmsaatamaammaat!
research data portals that leverage these paths for data distribL ILnsrt?dTL:;t'on' Concepts, and Components IMPERIAL 2
ed by:

synchronization, and other useful purposes.

We will introduce the Modern Research Data Portal and set the context

for how Globus and the ScienceDMZ combine to deliver unique data
management capabilities. This will include:

Let us know if you'd .
like to participate In -
future workshops

Overview of use cases: Common patterns like data
publication/distribution, orchestration of data flows, etc.

Overview of the Globus platform: Architecture and brief overview of
available services

Introduction to the Globus Auth API: Authenticating and authorizing
a client

Introduction to the Globus Transfer API: Make your first call and
move data with Globus

Introduction to the Python SDK for using Globus Auth and Transfer



Research data portal pattern

Browser

User’s
Endpoint
(optional)

\_ Desktop /

. HTTPS

a

Widgets

Globus Web ) Globus CIoud\

.
‘! Globus Auth

Globhus
Transfer
Service j

N,y —

_( Portal Web  74:i=5

Server (Client)
Firewall

Other
Services

Portal
Endpoint

Science DMZ

Other
Endpoints

= Move portal storage into Science DMZ, with Globus endpoint
= | eave Portal Web server behind firewall

= Globus handles the security and data heavy lifting %



Globus Auth

* Foundational identity and access management
(IAM) platform service

= Simplify creation and integration of advanced
apps and services

= Brokers authentication and authorization
Interactions between:
= End-users
* |dentity providers: XSEDE, InCommon, web apps
» Resource servers: services with REST APls
» Clients: web, mobile, desktop, command line apps

= Resource servers acting as clients to other
resource servers

https://docs.globus.org/api/fauth =



Based on widely used web
standards

= OAuth 2.0 Authorization Framework
= aka OAuth2

= OpenlD Connect Core 1.0
= aka OIDC

= Allows use of standard OAuth2 and OIDC
libraries

* E.g., Google OAuth Client Libraries (Java,
Python, etc.), Apache mod_auth_openidc

40



Globus Auth uses

= Login to web app
* “Log in with Globus”
= Mobile, desktop, command line apps coming

= Protect all REST APl communications
= App =2 Globus service

= App =2 non-Globus service
= Service =2 service

41



Research data portal pattern

/Globus Web ) Globus CIoud\
4  Widgets

Globhus

8
{ Globus Auth Transfer
& ; ) Service
Browser Sl ( Portal Web

Firewall

EUzer’g Portal Othe_r
(thigr?;r)]t Endpoint Endpoints
\_ Desktop / Science DMZ

= Move portal storage into Science DMZ, with Globus endpoint
= | eave Portal Web server behind firewall
= Globus handles the security and data heavy lifting



Globus transfer API

Nearly all Globus Web App functionality
Implemented via public Transfer API

https://docs.globus.org/api/transfer/

HOME / GLOBUS APIS

Transfer APl Documentation

This API provides a REST-style interface to the Globus reliable Transfer AP

file transfer service. The Transfer AP| supports monitoring the .
o _ _ Documentation

progress of a user’s file transfer tasks, managing file transfer

endpoints, listing remote directories, and submitting new
transfer and delete tasks. The APl is ideal for integration into

APl Overview

VAVAL: . VARY



Globus Python SDK

Python client library for the Globus Auth and
Transfer REST APIs

http://globus.github.io/globus-sdk-python/

globus-sdk-python 0.2.3 documentation » next | modules | index

Table Of Contents Globus SDK for Python (Beta)

Globus SDK for Python (Beta)

Installation This SDK provides a convenient Pythonic interface to Globus REST APIs, including the Transfer API and the Globus Auth API. Documentation for

Basic Usage . . .
e . the REST APlIs is available at https://docs.globus.org.

License Two interfaces are provided - a low level interface, supporting only Ger, puT, PosT, and DELETE operations, and a high level interface providing
Next topic helper methods for common API resources.
High Level API Source code is available at https://github.com/globus/globus-sdk-python.
This Page
<how Source Installation
Quick search The Globus SDK requires Python 2.6+ or 3.2+. If a supported version of Python is not already installed on your system, see this Python installation
guide .

Go
The simplest way to install the Globus SDK is using the pip package manager (https:/pypi.python.org/pypi/pip), which is included in most Python

Enter search terms or a module, class . .
installations:

or function name.

pip install globus-sdk



Jupyter (iPython) notebooks

https://github.com/globus/globus-jupyter-notebooks

In [15]:

In [16]:

Globus SDK

https://github.com/globus/globus-sdk-python

Globus SDK Docs

http://globus.github.io/globus-sdk-python/

Requirements

+ You need to be in the tutorial users group for sharing: https://www.globus.org/app/groups/50b6a29c-63ac-11e4-8062-22000ab68755
¢ Installed Globus Python SDK

from _ future  import print function # for python 2

tutorial_endpoint 1 = "ddb5%aef-6d04-1le5-ba46-22000b92céec" # endpoint "Globus Tutorial Endpoint 1"
tutorial_endpoint 2 = "ddb59af0-6d04-1le5-ba46-22000b92céec" # endpoint "Globus Tutorial Endpoint 2"
tutorial_users_group = "50b6a29c-63ac-11e4-8062-22000ab68755" # group "Tutorial Users"
Configuration

First you will need to configure the client with an OAuth2 access token. For the purpose of this tutorial, you can obtain access tokens via the tokens.globus.org
website. Click the "Jupyter Notebook" option and copy the resulting text below, or click on "Globus CLI" and copy the resulting text into ~/.globus.cfg.

transfer token = None # if None, tries to get token from ~/.globus.cfg file
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Research data portal pattern

Browser

User’s
Endpoint
(optional)

\_ Desktop /

. HTTPS

TGlobus Web )

Widgets

Globus Auth

Globhus
Transfer
Service j

Globus CIoud\

& T -

/

_( Portal Web

REST

Server (Client)

Firewall

Other
Services

[« Portal Other
Endpoint Endpoints

Science DMZ

= Move portal storage into Science DMZ, with Globus endpoint
= | eave Portal Web server behind firewall

= Globus handles the security and data heavy lifting ~ *



Globus helper pages

« tps:/ www.globus arg/aop/brow dpoint hitp ':hG) D60 = =

Globus-provided web pages e

designed for use
by your web apps T

= Browse Endpoint ——

Globug

dpoint Gizbus Tutorial WTTPS Erdpoint Server

Globus Team Prod Test

(CSN Globus Plus

= Select Group

Merck - Globus Genomics

| jghoibus.ong - Subscription Managers - detalls

&« C | @ nttps://auth.globus.org/v2/web/logout?cl... 77 %@ 2006 QO =0 =
= L t
ogou
e)globus

Logged out of Globus Web App

You have successiully logged out.

If you are using a shared computer, please ensure you have also logged out of any identity providers used
during your session, and shut down this browser to remove any session cookies.

To make sure your account is secure, you may need to log out of the following identity providers:
« XSEDE
« Globus ID — Log out
= University of Chicago

Continue to Globus Web App log in

https://docs.globus.org/api/helper-pages/



Globus helper pages
Manage Data Groups Support tuecke

will be

Select Group

Find a group.
Globus Team

Globus Team Prod Test
Globus Team - Development
Globus Team - User Services
Globus Team Plus Sponsor

-] Globus Team
Cir-Lab Globus Publication Users
go#s3 access

Wellcome Trust Sanger Institute Scientific Users

© 2010-2016 Computation Institute, University of Chicago, Argonne National Laboratory  legal

A P L L

that datasets you submit to this trial collection: (1)

Manage Data Publish

Browse & Discover  Data Publication Dashboard Communities & Collections

Input Form* Datacite Mandatory + R 2

Groups  Support-  tuecke Submission Default v
Workflow*
Curation Type* Edit Metadata :

~ details
~ details
~ details
~ details
~ detals Collection Permissions
~ details
« details

Submitters

~ details

O All Users
Restricted to Group...

Access to Data
© All Users

Restricted to Group...

Curation Group



Branding

Can skin Globus Auth pages

®
&«

Header

¢ Log In using Globus x

C & nhttps://auth.globus.org/p/login?client_name=globus_webapp_computecanada&state=e... 3¢ m@ 20 6 O =B =

Text

&’) globus

Globus Account Log In

compute | calcul
canada canada

Compute Canada has partnered
with Globus to offer this high

Default IDP

performance file transfer service.

Calcul Canada s'est associé &
Globus pour vous offrir ce service
de transfert de fichier & haute
performance.

Log in to use Compute Canada
Globus Web App

Use your existing organizational login

Globus 1D

9 Compute Canada -
Continue

Why has this page changed?

Didn't find your organization? Then use Globus D to sign up.
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Research data portal pattern

/Globus Web Globus CIoud\
4 Widgets

< Globus
{ Globus Auth Transfer
& ; ) Service )

~“HTTPS
Browser g ( Portal Web  /{;l=5; Other
' Services

\ Firewall

EUzer’g. < Portal Other
(thigr?;r)]t Endpoint Endpoints
\_ Desktop / Science DMZ

= Move portal storage into Science DMZ, with Globus endpoint
= | eave Portal Web server behind firewall
= Globus handles the security and data heavy lifting %



Globus Connect HTTPS

= The future of research Cl is ... the web

= Globus Connect HTTPS unlocks all research
storage to the web

* Globus Auth provides security glue using
standard web security

= GridFTP doesn’t go away — async, bulk data
transfer is important, but its not the end-all,
be-all



Research data portal pattern

/Globus Web Globus CIoud\
4 Widgets
< Globus
{ Globus Auth Transfer
& ) Service )

f 7/

N
_( Portal Web 7431531 { Other
Server (Client) ‘ Services )
Firewall
User’_s ,4 Portal Other
Endpoint 'l Endpoint Endpoints
(optional)

\_ Desktop / Science DMZ
= Move portal storage into Science DMZ, with Globus endpoint

= | eave Portal Web server behind firewall
= Globus handles the security and data heavy lifting %2

. HTTPS

Browser




Why create your own services?

* Front-end / back-end within your portal

= Remote backend for portal

= Backend for pure Javascript browser apps

= Extend your portal with a public RES

AP,

So that other app and service developers can

Integrate with and extend your portal
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Why Globus Auth for your
service?

= Qutsource all identity management, authentication
» Federated identity with InCommon, Google, etc.

= Qutsource your REST API security
= Consent, token issuance, validation, revocation
= You provide service-specific authorization

= Apps use your service like all others
= |ts standard OAuth2 and OIDC

= Your service can seamlessly leverage other services
= Other services can leverage your service

Add your service to the international science platform
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rA science platform can spur a
discovery cloud ecosystem

Software as a service: SaaS
>0 e (web and mobile apps)

Tripit | NETFLIX

salesforce

P

_ NS : |
L B Microsoft Azure i force

cloud platform

Infrastructure as a service: laaS
amazon [EC2 @

ge.p S%r%i?e'gwl s 3 Google Compute Engine v. n NC AR

In so doing, we can slash costs, improve quality, and
~accelerate discovery across the sciences *




Enabling the Discovery Cloud

NN N s/

The Discovery Platform

[ Authentication } [ Transfer }
[ Groups } [ Sharing }
[ Attributes ] [ Publication ]

“ I "' Research facilities

Commercial laaS/PaaS Microsoft Azure
amazon '-) Google Cloud Platform

Research facilities

webservices™




Together we can create

an integrated ecosystem

of services and applications
for the research and education
community

Thank you!

foster@uchicago.edu
@Ilanfoster



