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Abstract

I discuss the observational and theoretical basis for “dark matter”: an invisible but dominant non-
baryonic matter component in the Universe. I show that dynamics, lensing and cosmology all point
towards dark matter and suggest that it behaves dynamically like a collisionless fluid. This presents
a challenge for “alternative gravity” explanations for dark matter, and lends support to the idea that
dark matter is comprised of some new fundamental particle that remains to be discovered. I discuss
the latest probes of the nature of this particle, in particular its ‘temperature’ and self-interaction cross
section, showing that the latest data are consistent with a non-relativistic ‘cold’ non-self interacting
particle. I discuss ‘small scale puzzles’ that challenge this ‘cold dark matter’ model on the scale of
individual galaxies, and I show how these are solved if the dark matter fluid is ‘heated up’ at the
centres of galaxies due to feedback from massive stars. I conclude with a look to the future and where
the field will go next.



Notation

Vectors are denoted in bold v; time derivatives are denoted by a dot ẋ = dx
dt ; and spatial derivatives

are denoted by a dash y′ = dy
dx . We will typically use units of kiloparsecs, Solar masses, kilometres per

second and gigayears: L=kpc, M=M�, V=km/s and T=Gyrs, unless otherwise stated. For reference,
unit conversions to S.I. values are given in appendix A. We use the usual notation for different
coordinate systems, Cartesian: (x, y, z), cylindrical polars: (R,φ, z), and spherical polars: (r, θ, φ).

Reading list

Suggested further reading for the course:

• Binney and Tremaine 2008

• Peacock 1999

• Peebles 1980

• Weinberg 2008

• Lecture notes on GR by Sean Carroll: http://preposterousuniverse.com/grnotes/.

• For more astronomical background: Shu 1982, esp. Part III (Chap. 11-16) Galaxies and Cos-
mology.
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Lecture 1

Observables

In this lecture we discuss what astronomers can see in the Universe and how. We discuss time and
distance scales to get a feel for how huge the Universe is and how long, typically, we have to wait for
things to happen.

1.1 What’s out there?

Before embarking on the course proper, it’s worth a brief summary of what the Universe is made up
of; this is summarised in Figure 1.1. The scales are very difficult to grasp. The typical human can
comprehend the difference in size between a grain of salt and a giant cathedral. This is a dynamic
range of about 105. While impressive, this only just about allows us to imagine just how far away
from the Moon we are! The Universe is a very big place!

1.2 Measuring starlight

Most of what astronomers see in the Universe is star light. Individual stars emit a spectrum remarkably
close to that of a perfect black body radiator, and this is shown in Figure 1.2. The total power output
from our own star – the Sun – is called its luminosity, and is given by: L� = 3.83 × 1026 W1. (The
symbol, �, will be used a lot throughout this course and just means ‘of our sun’.)

The solar luminosity, L�, is really the bolometric luminosity: the total rate of energy output
integrated over all wavelengths. More usually, in astronomy, we use the luminosity output in a partic-
ular waveband (range of wavelengths). This is of more practical value since astronomical instruments
are usually sensitive only over some limited range of wavelengths (an optical telescope, for exam-
ple). Many such wavebands are used by astronomers. Most common are the V isual band centred on
λ = 550 nm; the Blue band centred on λ = 440 nm; and the U ltraviolet band centred on λ = 365 nm.
These are marked on Figure 1.2. The U,B, V labels stand for something sensible, like ‘visual’, but
this is not the case for all bands (the infrared bands are labelled I, J,K). Even more confusing is the
fact that the exact definition of these bands has evolved along with the instruments and telescopes
which astronomers use: not every instrument has the same sensitivity, and their wavelength filters
can differ, sometimes by quite a lot! Fortunately, if you are ever confused, there is an excellent review
by Fukugita et al. 1995, which pretty much covers all of the wavebands you are ever likely to need,
and how to convert between them.

1.2.1 Absolute magnitude

Luminosities span an enormous dynamic range in astronomy and it makes sense to use a logarithmic
scale. This is called the absolute magnitude, and is given by:

1Many astronomers still use the erg as the unit of energy. For completeness this is defined in appendix A; I will not
use this unit in this course.

6



Figure 1.1: The Universe: a very very big place. Alpha Centauri – the nearest star to us – is some
1013 km away; that’s very close compared to the extent of our Galaxy (called the Milky Way): 1018 km,
or the distance to the Hercules cluster of galaxies some 1022 km away. Also marked is the Andromeda
galaxy (M31) – the nearest large spiral to our own Galaxy, and the star cluster, M13, which orbits
within our Galaxy.

U B V

Figure 1.2: Stars emit a near perfect black body spectrum of radiation. Marked on the plot are lines
of different black body temperature, T , also known as the effective temperature of a star, Teff and the
U,B, V wavebands.
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M ≡ −2.5 log10

(
L

L�

)
+ const. (1.1)

where the constants are chosen separately for each waveband. In the B and V bands, for example,
the constants are chosen such that the solar absolute magnitudes are:

M�,B = 5.48,M�,V = 4.83 (1.2)

This choice of normalisation is just historical. The system of logarithmic magnitudes comes originally
from the fact that luminosities were measured just by eye: the human eye responds on a logarithmic
scale.

1.2.2 Flux and apparent magnitude

Flux in astronomy – the actual number of photos arriving per unit area per unit time – is measured
using apparent magnitudes. The flux is given by: f = L/(4πd2), where d is the distance to the source;
the apparent magnitude is given by:

m ≡ −2.5 log10

[
L

L�

(10 pc)2

d2

]
+ const. = M + 5 log10(d/10 pc) (1.3)

again, the choice of normalisation: 10 pc, is historical. The constant is the same as in equation 1.1.

1.2.3 Other observed properties of stars

Some other useful definitions are:

• The distance modulus: m−M = 5 log10(d/10 pc).

• The color of a star: LV /LB , or MB −MV = mB −mV = B − V . This is useful because it is
independent of distance, and because stars are approximately black body radiators. Thus, the
colour gives a measure of the star surface temperature.

• The effective temperature of a star: the temperature it would have were it a black body radiator
(which stars nearly are). Thus the Stefan-Boltzmann law gives: L = 4πR2

∗σT
4
eff , defining Teff . R∗

is the radius of the star, and σ = 5.670× 10−8 J K−4 m−2 s−1 is the Stefan-Boltzmann constant.

• The spectral class of a star. This is a measure of the star’s surface temperature (Teff). The
historical labels, in order of decreasing temperature are: O, B, A, F, G, K and M (see Figure
1.3); each class is divided into a subclass numbered 0-9 (e.g. B0 is slightly cooler than O9). Our
Sun is a G2 star with Teff = 5770 K.

An example of some real stellar spectra is given in Figure 1.4. Notice the absorption features due to
elements in the stellar atmospheres. Measuring these lines allows for much better spectral classification
of stars; while measuring their Doppler shift2 allows a determination of the radial velocity of a star –
its speed towards or away from us. The two absorption lines at just below 500 nm and around 650 nm
are Hβ and Hα respectively and are caused by ionised hydrogen.

1.2.4 The Hertzsprung-Russel (HR) diagram

As we have shown, most stars are very nearly perfect black body radiators. They are well defined,
observationally, by just two numbers: a colour (which is equivalent to a surface temperature), and a
luminosity. A plot of colour v.s. luminosity is called a Hertzsprung-Russel, or HR, diagram and is
shown in Figure 1.5. Notice that, as mentioned previously, the colour may be determined from the
difference in just two wavebands – in this case B − V . This is because stars are so close to black
body radiators that only two points along the black body curve are required to define a temperature

2The Doppler shift is the shift in the wavelength of the emitted star light due to the motion of the source. Sources
moving away from us are redshifted, those moving towards us are blueshifted.

8



O B A F

G K M L

Credit: Prof. Richard Pogge

Teff > 3×104 K 7.5×103−104 K

5.2×103−5.9×103 K 2.5×103−3.9×103 K

Figure 1.3: Stellar spectral classification.
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Figure 1.4: Examples of real stellar spectra for O through to M type stars. The wavelength is rest
frame and has already been corrected for the motion of the stars. The fluxes are offset from one
another for clarity.
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Figure 1.5: The Hertzsprung-Russel (HR) diagram.

(see Figure 1.2). The luminosity may also be represented instead on the logarithmic scale of absolute
magnitudes (see equation 1.1). In Figure 1.5, the luminosity is shown along the left axis, and the
absolute magnitude is shown along the right. Similarly, colour is shown along the bottom axis and the
equivalent surface temperature and associated spectral type is shown along the top axis. Notice that
most stars lie along the main sequence. These stars are called (once again for historical reasons)dwarf
stars and are denoted by a V . Depending on their initial mass and chemical composition (known
as their metallicity3), stars are born somewhere along the main sequence. They do not evolve along
the main sequence. Instead when a proto-star ignites ‘burning’ hydrogen4, it moves onto the main
sequence. Once stars use up all of their hydrogen fuel, they evolve off of the main sequence and enter
a giant phase. At the end of their lives, stars eject most of their remaining mass. For the more massive
stars, this will be in the form of a supernovae explosion. After this mass loss phase, only the very
core of the stars remains. Low mass stars become white dwarfs, while the most massive stars will end
up as neutron stars or black holes. For a much more detailed account of the lives of stars see Phillips
1999.

3It is worth making an important point here. Stars can be almost completely characterised by just three numbers:
their total mass, their age, and finally, what astronomers call their metallicity. Metallicity is a measure of the chemical
composition of stars. Zero metallicity means the stars are composed entirely of hydrogen and helium. Anything heavier
than helium is (confusingly) what an astronomer calls a ‘metal’. Note that this means we can expect stars to be
degenerate on the H-R diagram, which only contains two pieces of information per star.

4The use of the verb ‘burning’ here is standard in astronomy. It refers to, of course, nuclear fusion of the hydrogen
into helium and other by-products.
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1.2.5 Integrated starlight

In practise, stars are often so far away that they are unresolved. This means that in a distant star
cluster or galaxy, we really measure the integrated light from many stars. In this case the light from
the galaxy is really just the sum of many different stellar spectra such as those shown in Figure 1.4.

1.3 Gas

Astronomers see more than just start light. Useful information about the Universe also comes from
gas seen either in absorption or emission. We briefly review some relevant observations for this course:

• HI – pronounced ‘H one’ refers to observations of atomic hydrogen – one proton and one electron.
There is a very sharp line in the atomic hydrogen emission/absorption spectrum in the radio at
21cm. It is caused by the transition between the spin states of the proton and electron being
aligned and anti-aligned. The rarity of such a highly forbidden transition (once every ∼ 107 yrs)
means we do not ever observe it on Earth. In space, however, where the number of hydrogen
atoms is astronomical (hehe), such transitions are common. The line is useful because it is
naturally so narrow in energy5. This means that any broadening of the line observed, must be
due to Doppler shifts – the line is useful for measuring gas kinematics6 .

• Hα refers to observations of excited hydrogen. The observed photons come from Balmer-α
emission from the n = 3 to the n = 2 transition (recall that n = 1 is the ground state). Hα has
a wavelength of 656.3 nm (optical light). It is a good tracer of ionised gas because it requires
little more energy to ionise hydrogen than to excite an electron from n = 1 to n = 3. Since
ionised gas is hot, Hα is often a good indicator of star formation. Where ionised gas exists Hα
can be used to trace kinematics.

• CO refers to observations of the roto-vibrational lines from carbon monoxide molecules. These
emit photons at wavelengths of a few microns. It is a good tracer of cold gas and can also be
used for kinematics.

Note that each of the above methods probes different gas which may have quite different kinematics,
even in the same galaxy – see Figure 1.6; data taken from Simon et al. 2003.

1.4 The parsec and the distance ladder

Since astronomers only really see star light, it is notoriously difficult to measure distances: is an object
faint and close, or distant and bright? In this section we present the standard measures of distance
in astronomy which comprise the ‘distance ladder’.

The standard unit of length in astronomy is the “parsec”, which stands for parallax of one
arcsecond7. Unlike some astronomical units and conventions, the parsec is of practical, rather than
just historic value. It is derived from the parallax method of distance measurement, which is first
attributed to Hipparchus of Rhodes. As the Earth moves around the Sun, the angular separation of
a given nearby star with respect to the very distant background stars (effectively infinitely far away)
changes. Knowing the Earth-Sun distance (1 a.u. = 1.49597892(1)×1011 m; determined from radar
ranging), then defines the parsec as 1 pc = 3.08567802(2)×1016 m. This is shown in Figure 1.7.

With the launch of the Hipparcos satellite, we can now use the parallax distance measure out to
about 1000 pc8. This is no mean feat, but as we have seen it is barely an eighth of the distance from

5Recall that isolated forbidden transitions occur through quantum fluctuations and that the uncertainty principle
gives us: ∆E∆t ≥ ~/2. This means that the 21cm line, which has a very long lifetime, must have a very narrow energy.
We emphasise isolated here because on Earth forbidden transitions proceed through collisional de-excitation. In space,
however, the extremely low gas densities make this unlikely.

6It is worth making an important point here. Kinematics refers to velocity measurements. By contrast dynamics
involves accelerations. It is very rare in astronomy that we can ever really measure accelerations since changes in velocity
occur on such long timescales. This is why we need dynamics. Our dynamical model allows us to calculate accelerations
given the positions and velocities of the particles (the measurements). We can then calculate what happened in the
past, and what will happen in the future.

71 arcsec = 2π/360/60/60 radians. See also appendix A.
8At a stretch! Accurate determinations are at more like 150 pc.
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Figure 1.6: (a) Hα velocity field of the dwarf spiral galaxy NGC 2976. The contours show Hα intensity.
(b) CO velocity field of the same galaxy; the contours show intensity. The angular resolution of each
data set is shown by the filled circles in the top left. Notice how Hα and CO observations trace very
different regions of the galaxy. However, the kinematics are similar.

Figure 1.7: Geometric definition of the parsec: dp = 1 a.u.; d = 1 pc if p = 1 arcsec.
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Object Typical distance Method

Sun, Solar system 10−6 pc Radar
Hyades star cluster 40 pc Hipparcos
Galaxy 104 pc Cepheid variable stars
Andromeda 105 pc Cepheid variable stars
Virgo cluster 107 pc Cepheid variable stars
Beyond > 108 pc Hubble expansion: redshift

Table 1.1: The distance ladder. Note that beyond the Virgo cluster, even very bright stars like
Cepheids become unresolved and we see only the integrated light from galaxies. Further away than
this, we must determine distances using the redshift of galaxies.

our Sun to the centre of the Galaxy; not very far in astronomical terms. To measure greater distances,
a number of other methods are adopted by astronomers. These are calibrated, first by reference to
the parallax distance, and then later to each other, building what is known as the distance ladder.
For example, Cepheid variable stars are a type of star which pulsate in a periodic fashion related to
their luminosity. By calibrating their period-luminosity relation using parallax distance (Hipparcos
can just about do this), they can be used to measure distances reliably out to the Virgo cluster of
galaxies, some 107 pc away! The distance ladder is summarised in Table 1.1.

1.5 Measuring velocity

We have already seen that the radial velocity of stars and gas can be measured by the Doppler shift
of absorption lines in their spectra. The angular velocity of an object on the sky is called its proper
motion and can be measured for nearby stars, star clusters and galaxies if we are very patient. The
idea is very simple: we measure the position of an object relative to a bright distant background
source – like a Quasar.9 Then we return about five years later and measure it again. Even very small
movements can be detected if we have high signal to noise. The object may only move 1/200th of a
pixel on a CCD, and yet its motion can be detected because the relative flux in each pixel will change.

1.6 Timescales

In this section we discuss some important timescales in astrophysics. In our Solar system, the relevant
timescale is the time it takes planets to orbit around the Sun. This is the orbit time, and it gives us a
measure of how rapidly things progress on the scale of our Solar system. The orbit time is a relevant
quantity on much larger scales in the Universe too. The orbits of stars within a star cluster, of stars
within a galaxy and of galaxies within clusters of galaxies all have meaningful orbit times.

Other relevant timescales are the interaction time between the stars within these self-gravitating
systems. This governs whether or not a system is collisional or collisionless. These two regimes lead
to very different dynamics. We will focus in this course mainly on collisionless systems.

A summary of timescales as a function of scale is given in Table 1.2.

1.6.1 The orbit time

The orbit time is the orbital timescale for a particle at radius, r. Using gravitational constant, G, and
enclosed mass M , this gives:

torb =
2πr

vcirc
; vcirc =

√
GM

r
; ⇒ torb = 2π

√
r3

GM
(1.4)

9A Quasar is an extremely bright unresolved galaxy which is typically very far away. They are believed to be so
bright because they contain a super-massive black hole at the centre which is consuming a large amount of gas very
rapidly and emitting a large amount of energy in the process.
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We are dealing with ‘collisionless’ systems. So it would be prudent 
to make sure that they really are collisionless!

Consider a system of size R, containing N bodies, each of size r:

R

r

σ = 4πr2 : collision cross section

ρ(R) =
3N

4πR3 : density

λ =
1

ρσ : mean free path

tcol =
λ

vtyp
=

(
R
r

)2 1
3N

R
√

R
GM

2.  Timescales

N of these

For stars r <<< R => direct collisions (almost) never occur.

v2
typ !

GM
R

Direct collisions

Figure 1.8: Calculating tcoll: the typical timescale between direct collisions in a self-gravitating system.

1.6.2 The crossing time

The crossing time the time taken for a particle to cross the system (galaxy, star cluster, Solar system
etc.). The typical velocity of the particle is given by vtyp ' vcirc =

√
GM/r, where r is the radius of

the system and M the mass. The crossing time is then:

tcross =
r

vtyp
=

√
r3

GM
(1.5)

1.6.3 The dynamical time

The dynamical time is the time taken for a particle to fall from a radius r to the centre of a constant
density sphere. This is given by:

tdyn =

√
3π

16Gρ
(1.6)

Given that, for a constant density sphere, M = 4/3πr3ρ, the above three timescales are identical to
within some small pre-factors. For this reason, they are often used interchangeably.

1.6.4 The [direct] collision time

The direct collision time is the timescale over which direct collisions within an equilibrium self-
gravitating system occur. Consider a system of size ∼ R, containing ∼ N bodies, each of size r.
This is shown in Figure 1.8. Each body has a cross sectional area for collision of σ = 4πr2. Note that
this is not the surface area of a sphere; it is a cross sectional area of radius 2r – collisions occur when
two stars, each of radius r collide. Thus we have σ = π(2r)2.

The density of bodies is ρ(R) = 3N
4πR3 . The mean free path of each body is λ = 1

ρσ , and the typical

velocity of a body within the system is given by v2
typ = GM

R . Putting this all together gives us:

tcoll =
λ

vtyp
=

(
R

r

)2
1

3N

torb

2π
(1.7)

Notice that, for stars, typically r � R and direct collisions (almost) never occur. Can you think of
somewhere in the Universe where it might occur?

1.6.5 The relaxation time

Direct collisions almost never occur, but gravity is long range! Stars accumulate changes in velocity
over time due to both long and short range gravitational interactions. Since such interactions are
random in direction, in the mean, they produce no net effect. However, one can think of an individual
star receiving velocity kicks from the surrounding stars and undergoing a 3D random walk in velocity
space. As with the standard random walk, each kick is of random direction, yet over many kicks, a
star can lie some way away from its initial velocity; this is shown in Figure 1.9. The relaxation time
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Figure 1.9: A random walk in velocity space. A star (marked by the red circle) starts initially with
zero velocity. It receives successive velocity kicks of random direction v1...vn. The final velocity is
then given by |vt|2 = |∑n

i=1 vi|2 =
∑n
i=1 |vi|2. The last equality follows because of the random

direction of each kick. Notice that it is the root mean squared (r.m.s.) sum of kicks which determines
the final velocity magnitude, not the mean of velocity kicks.

Direct collisions almost never occur, but gravity is long range! Stars 
accumulate changes in velocity over time due to both long and 
short range gravitational interactions. Imagine the interaction 
between two stars as follows:

2.  Timescales

By symmetry, we only need 
consider the perpendicular 
force component: FpFp

x = vt t = 0

θ
b

v

m

m

Fp =
Gm2

r2 cos(θ) =
Gm2

b2

(
1+

(vt
b

)2
)−3/2

This gives a change in perpendicular velocity:
Fp = m

dvp

dt

δvp =
Z ∞

−∞

Gm
b2

(
1+

(vt
b

)2
)−3/2

dt =
2Gm

bv

The relaxation time

Figure 1.10: Calculating trelax: the timescale over which accumulated gravitational interactions turn
a star through 45 degrees.

is the time over which these accumulated gravitational interactions on average turn a star through 45
degrees10. Imagine the interaction between two stars, each of mass m, as shown in Figure 1.10.

By symmetry, we need only consider the perpendicular force on one of the stars, Fp. This is given
by:

Fp =
Gm2

r2
cos(θ) ' Gm2

b2

(
1 +

(
vt

b

)2
)−3/2

(1.8)

where b is the impact parameter: the perpendicular distance of closest approach between the two stars;
and the approximation sign is there to remind us that we have assumed straight line trajectories:
x = vt.

Using Newton’s laws: Fp = mv̇p, this gives a change in perpendicular velocity of the star given by:

δvp '
∫ ∞

−∞

Gm

b2

(
1 +

(
vt

b

)2
)−3/2

dt =
2Gm

bv
(1.9)

The above is a reasonable approximation provided that δvp � v ⇒ bmin � Gm
v2typ

.

That was one encounter. Let us assume that the star travels across the system once. If the system
is of size ∼ bmax, then the number of other stars it will encounter is given by:

dn =
N

πb2max

2πbdb (1.10)

where b is the impact parameter as before.
Now, over many encounters, ∆vp = 0, but ∆v2

p 6= 0; this is illustrated in Figure 1.9. Thus the
change in the perpendicular velocity of the star when it crosses the system once is given by:

10This is one of many definitions of the relaxation time. It will suffice for our order-of-magnitude calculation here.
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Object torb trelax

Solar system ∼ 1 year11 –
Hyades open star cluster ∼ 4× 106 yrs 140× 106 yrs
M13 globular cluster ∼ 2× 108 yrs 5× 109 yrs
Milky Way Galaxy ∼ 2× 108 yrs 2× 1016 yrs
Virgo galaxy cluster ∼ 3× 109 yrs 1010 yrs
Hercules galaxy cluster ∼ 6× 109 yrs 1010 yrs

Table 1.2: Timescales in astronomy.

∆v2
p =

∫ bmax

bmin

δv2
pdn ' 8N

(
Gm

bmaxvtyp

)2

ln

(
bmax

bmin

)
(1.11)

where vtyp =
√

GM
bmax

is the typical stellar velocity (recall that M is the mass of the whole system

interior to bmax, while m is the mass of one star).
The relaxation time is the time over which accumulated gravitational interactions on average turn

a star through 45 degrees. This occurs when the star has crossed the system ncross = v2
typ/∆v

2
p times.

Since each crossing takes tcross ∼ bmax/vtyp = torb/(2π), we find:

trelax = ncrosstcross ∼
N

16π ln Λ
torb (1.12)

where ln Λ = ln(bmax/bmin) is known as the Coulomb logarithm. Notice that it is set by the dynamic
range in the system. Since bmax/bmin = [10, 10000] gives ln Λ = [2.3, 9], it is reasonable to assume
ln Λ ∼ 10 for most back of the envelope calculations.

The relaxation time is particularly important. It determines whether or not a self-gravitating
system can be thought of as collisionless: trelax > tuniverse or collisional: trelax < tuniverse. Collisionless
systems are much easier to model and we will deal almost exclusively with these.

A summary of timescales in astronomy is given in Table 1.2. Notice how slowly things typically
orbit; our Sun, for example, cannot have made more than ∼ 50 revolutions about the centre of our
Galaxy over the entire lifetime of the Universe (∼ 14 Gyrs). This means we are very unlikely to actually
see anything happen in the Universe. Even when dynamical times are very short, like at the very
centre of our Galaxy, we can usually only hope to see stars move enough to measure their transverse
velocity across the sky. In general, the Universe must be viewed as a snapshot. By measuring the
positions and velocities of stars (using their relative Doppler shifts or proper motions), we can then
use dynamics to work out where those stars were in the recent past, and where they will be in the
future.

As a final point, have a think about the relaxation times for the clusters of galaxies. We derived
the relaxation time in a relatively crude way assuming that all of the objects undergoing relaxation
have the same mass. Is this likely to be true for galaxies in a cluster of galaxies?

11Using this and r = 1 a.u. means we can now weigh the Sun!
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Lecture 2

Classical evidence for dark matter

In this lecture, I present the classical evidence for dark matter, starting with Fritz Zwicky in the 1930’s.

2.1 Coma and the virial theorem
Coma Cluster of Galaxies

Figure 2.1: The Coma cluster of galaxies as
seen by the Hubble space telescope (Credit:
NASA, ESA, and the Hubble Heritage Team
(STScI/AURA)).

In the 1930’s, Fritz Zwicky was interested in the Coma
cluster of galaxies (Figure 2.1; Zwicky 1933; Zwicky
1937). In these two papers he estimated the mass of
the cluster in several different ways. We consider two
of these here. First, let us add up all the stellar light
we can see. Assuming the 1000 then visible galaxies in
Coma make up most of the mass, Zwicky estimated
the total visible mass as: Mvis ∼ 1012Γ M�, where
Γ ∼ 1 is the mass to light ratio of the stars within
the galaxies1. Now, let us estimate the cluster mass
instead using the virial theorem. There are several
ways to derive this (we will encounter a different one
later on). For now, a simple derivation follows from
Newton’s laws of motion. Consider the total force Fi
acting on a galaxy i2 within the cluster:

miẍi = Fi (2.1)

where xi is the distance to the galaxy relative to the centre of mass of the cluster. Now let us multiply
through by the vector xi. This gives (after some algebra):

1

2

d2

dt2
(
mix

2
i

)
= Fi · xi +miẋ

2
i (2.2)

where xi = |xi| and similar. Now let us sum over all of the galaxies:

1

2

d2I

dt2
= 2T + V (2.3)

where I =
∑
imix

2
i is the moment of inertia of the cluster, T =

∑
imiẋ

2
i is the total kinetic energy,

and V =
∑
i Fi ·xi is the total potential energy of the cluster. For clusters in equilibrium, the second

time derivative of the total moment of inertia I should be zero, and thus we derive the scalar virial
theorem:

2T + V = 0 (2.4)

1Actually, Zwicky found a number much lower than this because he didn’t have the right Hubble constant. Why do
you think the Hubble constant enters into the analysis?

2Zwicky called galaxies nebulae, which was the accepted terminology of the time.
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Figure 2.2: NGC3198 viewed in HI (left) and its ‘rotation curve’ (right).

We may then crudely write the cluster ‘kinetic energy’ as T = 1
2M3σ2, where σ is the line of sight

velocity dispersion: σ2 = v2− v2 and M is the mass. Similarly, the potential energy can be estimated
as V = −GM2/R, where R is some scale that defines the rough ‘size’ of the cluster. (This is all
slightly hand-wavy at this stage; we will return to mass modelling more carefully in later lectures.)
Thus, from the virial theorem and the above estimates, the cluster mass is estimated as:

M ∼ 3σ2R/G (2.5)

Zwicky used data from Edwin Hubble for the doppler shifts of the galaxies in Coma to estimate
σ2 ∼ 1000 km/s (Hubble 1936). Using a cluster radius of R ∼ 1000 kpc, we have: M ∼ 6 × 1014 M�
which is not too far off the modern value.

Thus, we arrive at Zwicky’s puzzling result: there is apparently far more mass than light in the
Coma cluster: ‘dark matter’ is born! Unfortunately, Zwicky had trouble convincing his colleagues of
the importance of these findings and it was not until rotation curves of galaxies showed the same result
some forty years later, that the idea of dark matter really took off. (Note that in Zwicky 1937, Zwicky
also advanced the idea of using gravitational lensing to measure cluster masses. We will discuss this
in detail later on, but Zwicky was clearly well ahead of his time!)

2.2 Galaxy rotation curves

Early evidence for missing matter in galaxies came from Babcock 1939, Volders 1959 and Freeman
1970. However, the evidence became irrefutable after later studies by Bosma (e.g. Bosma and van
der Kruit 1979), Rubin (Rubin et al. 1980) and van Albada (van Albada et al. 1985) that collected
much larger samples of galaxies. In Figure 2.2, I show the data from van Albada et al. 1985 for the
galaxy NGC3198. Like Zwicky, these authors used kinematical tracers of galaxies to measure their
total mass. However, disc galaxies are easier to mass model than galaxy clusters because they have
large amounts of HI gas in a disc. This is useful for two reasons. Firstly, it is straightforward to
measure the velocity of this HI gas by using the relative doppler shifts of the 21cm hydrogen line.
Secondly, we can expect this gas to move on near-circular orbits, since this is the lowest energy state
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of the system. A simple proof of this follows using Lagrangian mechanics (a refresher of this is given
in Appendix G). Assuming that the disc is axisymmetric, the classical Lagrangian is given by:

L = T − V =
1

2
mi(Ṙ

2
i +R2

i φ̇
2
i + ż2

i )−miΦ(Ri, zi) (2.6)

where Φ is the axisymmetric gravitational potential and, as before, T is the kinetic and V is the
potential energy. Application of the Euler-Lagrange equations:

d

dt

(
∂L

∂φ̇

)
− ∂L

∂φ
= 0 (2.7)

then derives the familiar result that the z-component of the angular momentum is conserved:

d

dt

(
miR

2
i φ̇i

)
= 0 =

d

dt
(miJz,i) (2.8)

where Jz,i is the (conserved) specific z-angular momentum of an orbiting element i.
Now substituting Jz,i into the energy equation, we have:

E = T + V =
1

2
mi(Ṙ

2
i +

J2
z,i

R2
i

+ ż2
i ) +miΦ(Ri, zi) (2.9)

and it is now clear that E is minimised for Ṙi = 0 and żi = 0: a planar circular orbit. QED.
Now a circular orbit has the nice property that, balancing the centripetal force and gravity, the

mass is simply derived:

v2
c

R
= −∂Φ

∂R
(2.10)

which for spherical symmetry3 (using Newton’s second theorem) gives a very simple form for the
circular speed vc as a function of R:

v2
c =

GM(R)

R
(2.11)

where M(R) is the mass enclosed within R.
Now, consider the circular speed, or ‘rotation curve’ shown in Figure 2.2. The data remain flat

with radius R. From equation 2.11, v2
c = const. implies that M(R) ∝ R. But, the observed light

distribution is falling off exponentially, with a scale length of just a few kiloparsecs! Thus, galaxies
too must have a large amount of missing mass.

2.3 Beyond the classical evidence: gravitational lensing and
cosmology

The above are the ‘classical’ evidences for dark matter: missing mass in galaxies and galaxy clusters.
But if this were all the evidence that existed we should be skeptical. Perhaps these galaxies and
clusters are not in equilibrium. Perhaps, the ‘missing mass’ is simply normal matter that is hard to
see – cold gas, or faint stars. Perhaps, even, we have simply got gravity wrong on large scales. Each
of these possibilities has been seriously explored over the past seventy years since missing mass was
first discovered and we will discuss each in more detail in lecture 5.

To better understand the missing mass problem, it would be good to have genuinely independent
probes of the mass distribution in the Universe. Luckily two are known: gravitational lensing, and
cosmology. However, unlike the classical probes, above, that require only Newtonian dynamics, these
latter two will require some understanding of Einstein’s theory of gravity: general relativity. We discuss
this necessary background in the next lecture (3). A treatment of cosmological probes, lensing, and a
more detailed treatment of dynamics as a dark matter probe will then follow in 7, 4 and 11.

3Note that the assumption of spherical symmetry here may rightly be questioned. This is a disc galaxy after all! We
will return to this when we perform more detailed mass modelling in later lectures.

19



Lecture 3

A brief primer on general relativity

Since many of you will have not covered (or only lightly covered) general relativity, I provide a very
quick refresher here. I present the central concepts that lead to special and general relativity, derive
the geodesic equation for GR and present the Einstein field equations. Finally, I discuss two solutions
to the field equations: the Schwarzschild solution and the FLRW metric. I use the former to derive
gravitational lensing – an important dark matter probe; the latter forms the basis of our current
cosmological model.

3.1 What is wrong with good old Newton?

Newton himself understood that something is a bit fishy about Newtonian gravity. In a famous letter
to Bently in 1693, Newton wrote1:

“It is inconceivable that inanimate brute matter should, without the mediation of something
else which is not material, operate upon and affect other matter without mutual contact...
That gravity should be innate, inherent, and essential to matter, so that one body may act
upon another at a distance through a vacuum, without the mediation of anything else, by
and through which their action and force may be conveyed from one to another, is to me
so great an absurdity that I believe no man who has in philosophical matters a competent
faculty of thinking can ever fall into it.”

However, the theory worked so spectacularly well that it was not until hundreds of years later – with
the arrival of Albert Einstein2 – that the worries returned. The problems can be simply understood:

1. Velocities are purely additive. Einstein understood that electromagnetism involves the speed
of light. What happens then, he wondered, if we travel very rapidly? Is the speed of light
some constant, plus the speed we are moving at? Einstein realised that such a theory would be
unworkable because all velocities are relative. Without an absolute reference frame (and what
would that be3?) we would be unable to even assign an unambiguous velocity to light. Physics
would be ill-defined!

2. There are really two masses in Newtonian mechanics: inertial mass, and gravitational mass. It
is truly remarkable that the two are identical as best we can tell (better than one part in 1011;
Will 1993). Surely this means something ...

3. Newtonian gravity implies instantaneous action at a distance. How do objects at the edge of
the Universe know instantaneously that I’m jumping up and down?

1See e.g. http://plato.stanford.edu/entries/newton-philosophy/.
2If you have not read some of his original work, I can really recommend it (e.g. Einstein 1916). It is remarkable how

little our pedagogical treatment of general relativity (at least for many physicists) has changed from Einstein’s original
exposition.

3Actually, the idea of an absolute reference frame was very popular in the late 1800’s and Maxwell supposed that light
travelled through an absolute aether. This appealing idea was, however, famously refuted by the Michaelson-Morley
experiments in 1881 and 1887 (Michelson 1881;Michelson and Morley 1887).
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The first point, as we shall see, leads us to Einstein’s theory of special relativity. The second leads to
general relativity. And the third, is something we will return to once armed with Einstein’s general
theory of relativity.

3.2 Special relativity

h/2

a) b)

x = vt�

Monday, September 5, 2011

Figure 3.1: A schematic diagram of the ‘light-
clock’ thought experiment. In panel a), the
clock is stationary. The photon travels up and
back in a time t = h/c, where c is the speed
of light. In panel b), we watch the clock zoom
past us at a speed v.

The first of the three considerations, above, led Ein-
stein to assert that the speed of light must be constant
independent of the choice of inertial frame4. This
rather deep result leads to some remarkable conclu-
sions. First, it implies that time must be relative.
To arrive at this result, we can use a simple thought
experiment: the light clock. Imagine I construct a
clock so that in a time t a single photon of light trav-
els upwards a distance h/2, bounces off a mirror, and
travels back another distance h/2 to its original po-
sition. This is shown in Figure 3.1. In panel a), the
clock is stationary. The photon travels up and back
in a time t = h/c, where c is the speed of light. In
panel b), we watch the clock zoom past us at a speed
v. Since the speed of light is constant, to us the photon travel time is now:

t′ = 2
(
(
h
2

)2
+
(
v
2 t
′)2)1/2

c
(3.1)

where we now use t′ to indicate that we are observing the clock from a different inertial frame.
Rearranging, and after some simple algebra, the above gives:

t′

t
=

(
1− v2

c2

)−1/2

= γ (3.2)

which defines the Lorentz factor γ.
For v � c, the above equation has almost no effect. But as we approach the speed of light, t′ > t

and time becomes heavily dilated: moving clocks run slow!
The above derives a pure time transformation. But in general, we can transform the position

coordinates between inertial frames too and the speed of light must remain invariant also in such
situations. A general position transformation from a frame S to a frame S′ can be written:

x′ = a1x+ a2y + a3z + a4ct+ a5 (3.3)

Now, suppose that in the frame S′, S is moving at speed a v along the x-axis. We may then define

S

x = vt

t

S�

x�

t�

Thursday, September 29, 2011

without loss of generality x′ such that x′ = 0 at x = vt (see the margin figure). This gives:

x′ = γ(x− vt) ; x = γ(x′ + vt′) (3.4)

where the right equation follows by symmetry between the frames (in the frame S, S′ moves at speed
−v). In the Newtonian world view, we would then assert that t = t′ which derives the Galilean
transformation, γ = 1. However, in special relativity, we have instead that c is a constant. Imagine,
then, that we move a distance x = ct in frame S. This must then correspond to x′ = ct′ in frame S′.
Substituting these relations into equations 3.4, we have:

ct′ = γ(ct− vt) ; ct = γ(ct′ + vt′) (3.5)

and we recover γ as in equation 3.2. Thus, we derive the full Lorentz transforms:

x′ = γ
(
x− v

c
ct
)

(3.6)

4An inertial frame is one that experiences no accelerations.
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ct′ = γ
(
ct− v

c
x
)

(3.7)

where we have deliberately used the speed of light to give the time and position coordinates the same
dimensions. We now see an important key result: the quantity:

ds2 = c2dt′2 − dx′2 = c2dt2 − dx2 (3.8)

is invariant. This is the fundamental ‘length’ – the Lorentz invariant – in special relativity. (Note
that we have assumed up to now that dy = dz = 0. Putting these back in, the above generalises to:
ds2 = c2dt2 − dx2 − dy2 − dz2.)

3.2.1 Introducing tensor notation

The key concept in special (and general) relativity is that physics must be independent of our choice
of coordinate system – however crazy. To facilitate this, it is helpful to devise a mathematical frame-
work that allows for arbitrary transformations, while maintaining physical properties like the Lorentz
invariant. Consider the following “4-vector” position:

xµ = (cdt, x, y, z) ; µ = 0, 1, 2, 3 (3.9)

where we have used the speed of light, c, to make the time coordinates have the same dimensions of
length as the other coordinates5.

Now let us define some mathematics that returns the correct ‘length’ (the Lorentz invariant) when
we take the product of this 4-vector with itself – independent of any coordinate transformation. To
achieve this, let us first define the self product as:

xµxµ = xµgµνx
ν (3.10)

where repeated indices are summed over, and we define the metric gµν as the object that transforms
the contravariant form of xµ to the covariant6 form xµ. In special relativity, the self product must
produce the Lorenz invariant (equation 3.8). Thus:

ds2 = c2dt2 − dx2 − dy2 − dz2 = dxµdxµ (3.11)

which derives the metric for special relativity gµν = ηµν = diag(1,−1,−1,−1). This is called
Minkowski spacetime. As we will see later, the metric takes different forms in the presence of gravita-
tional fields.

The Lorentz invariant (equation 3.8) also gives us the transformation laws that co- and contravari-
ant 4-vectors must obey:

x′µ =
∂x′µ

∂xν
xν (3.12)

x′µ =
∂xν

∂x′µ
xν (3.13)

where the above simply ensures that x′µx′µ = xµxµ = const. by construction.

In special relativity, the coordinate transformation is defined by ∂x′µ

∂xν , often written as Λµ ν , which
is simply a matrix that defines the Lorentz transform (it is derived from the partial derivatives of the
transformation equations 3.6 and 3.7):

Λ =




γ −βγ 0 0
−βγ γ 0 0

0 0 1 0
0 0 0 1


 (3.14)

We may generalise such 4-vectors to higher dimensional beasts: tensors. Tensors – like gµν – are
matrices that must obey transformation relations that ensure their effect is coordinate invariant:

5Note that c is only really required here because we use metres to measure distance, and seconds to measure time.
We could instead adopt units where c = 1 and indeed this is often done in relativity books.

6A useful way to remember which is which is: “co- goes below”.
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A′µν =
∂x′µ

∂xα
∂x′ν

∂xβ
Aαβ (3.15)

Tensors also have co- and contravariant (and now mixed) forms. It is straightforward to show that the
above transformation rule ensures that the effect ofA′µν acting on a 4-vector is coordinate independent.

Note that if we allow the metric to act on a tensor, we can lower the dimensionality of the tensor
– a process call contraction:

gµνA
µν = Aµ

µ = A (3.16)

where A is a scalar contraction of the tensor Aµν .
The above is all very nice, but one thing remains a bit tricky. Suppose I want to take the derivative

of a tensor. A first guess at a useful derivative operator would be the 4-derivative:

∂µ =
∂

∂xµ
≡
(
∂

∂ct
,∇
)

(3.17)

However, if I were to use the 4-derivative then it is straightforward to show that I produce an object
that is no longer a tensor. Writing:

Ya
b = ∂aX

b (3.18)

I can then apply a coordinate transformation to Xb:

Y ′a
b =

∂

∂x′a

(
∂x′b

∂xν
Xν

)

=
∂xd

∂x′a
∂

∂xd

(
∂x′b

∂xν
Xν

)

=
∂xd

∂x′a
∂x′b

∂xν
∂dX

ν +
∂xd

∂x′a
∂2x′b

∂xd∂xν
Xν (3.19)

The first term on the left is the tensor transformation rule for Ya
b, but the term on the right is an

extra piece. Thus, we have proven that Ya
b is not a tensor. This is bad because we have developed

this whole mathematical machinery in order to describe physics in a coordinate independent manner.
We must therefore hunt for a derivative operator that produces tensors from tensors. There is more
than one operator that can achieve this. Here, however, we will need only the covariant derivative
operator:

∇cXa = ∂cX
a + ΓabcX

b (3.20)

where Γabc = ∂x′a

∂xα
∂2xα

∂x′b∂x′c is called a Christoffel symbol.
It is straightforward to show that the addition of the Christoffel symbol here negates the effect

of the extra piece we derived above for the non-tensorial 4-derivative and thus that the covariant
derivative does indeed produce tensors from tensors (note that when deriving this result you must
remember to also transform the Christoffel symbol).

The above mathematical trickery is useful. If we can phrase our physics in terms of such tensors
and 4-vectors, then we will be coordinate independent by construction.

3.2.2 4-momentum, 4-force and all that ...

Although special relativity deals only with inertial frames, we can still happily watch other people
accelerate. Thus, defining a four-momentum and four-force is still meaningful. Let us start by defining
the proper time from the Lorentz invariant proper distance:

ds2 = c2dτ2 (3.21)

Since the proper distance ds and the speed of light c are invariant, then the proper time dτ must be
also. This is useful as it suggests that we can form invariant time derivatives of the 4-position by
using τ . Thus suggests the following definition of 4-momentum:
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Pµ = m
dxµ

dτ
(3.22)

where m is an invariant mass – the ‘rest mass’ of a particle. It is straightforward to show that ∆Pµ =
0 then gives momentum-energy conservation laws that reduce to classical energy and momentum
conservation in the low velocity limit. This suggests that the above choice is the right one. Similarly,
we may then define a four-force:

Fµ =
dPµ

dτ
(3.23)

which tends to the more usual 3-force in the non-relativistic limit.
The above equations form the basis of special relativistic dynamics that hopefully you have en-

countered before.

3.2.3 The clock hypothesis and general relativity

So far, we have discussed only how to deal with inertial frames that are not accelerating. How to deal
with accelerations can be understood from the famous clock, or twin paradox. Imagine I have two
twins on Earth. One flies away from the other for a time t/2 at a speed v, turns around, and then
comes back at a speed −v. The twin on Earth sees his brother’s clock run slow such that the total
time elapsed is:

t′ = γ(v)t/2 + γ(−v)t/2 = γt (3.24)

But now consider things from the view of the rocket-twin. Surely he sees his brother’s clock running
slow too such that t = γt′! This is the ‘paradox’. The solution, of course, is that the rocket-twin must
accelerate to come back to Earth. And accelerations are not described in special relativity. Thus, the
apparent symmetry of the problem is broken. On the other hand, however, we may assert that the
Earth-twin must have the answer right since he does not accelerate and therefore special relativity in
his frame is just fine: this is the clock hypothesis and is the basis for general relativity.

Let us take the above idea a little further. Suppose, then, we define a frame in which there are no
accelerations. In such a frame special relativity must apply and the double proper time derivative of
our 4-vector position (the 4-acceleration) must be zero:

d2εµ

dτ2
= 0; εµ = (ct, x, y, z) (3.25)

Furthermore spacetime must be Minkowski:

c2dτ2 = ηαβdε
αdεβ (3.26)

with ηαβ = diag(1,−1,−1,−1).
Now, we can describe motion in any frame by simply transforming away from the above one.

Inserting our general coordinate transform (equation 3.12) into equation 3.25, we obtain the general
relativistic dynamics equations [exercise]:

d2xµ

dτ2
+ Γµαβ

dxα

dτ

dxβ

dτ
= 0 (3.27)

with the metric equation:
c2dτ2 = gαβdx

αdxβ (3.28)

where the Christoffel symbols Γµαβ and new metric gαβ are defined by the transformation coefficients:

Γµαβ =
∂xµ

∂εν
∂2εν

∂xα∂xβ
(3.29)

gαβ =
∂εµ

∂xα
∂εν

∂xβ
ηµν (3.30)

And finally, it is possible to substitute for the metric inside the the Christoffel symbols, thus demon-
strating that everything can be described purely by the metric:
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Γαλµ =
1

2
gαν

(
∂gµν
∂xλ

+
∂gλν
∂xµ

− ∂gµλ
∂xν

)
(3.31)

The metric itself simply describes how to define a length in some arbitrarily hideous spacetime.
We can think of it as describing curvature and often people talk of curved spacetime in GR. But this
is just one interpretation of the mathematics – it does not necessarily mean that spacetime is really
curved.

3.2.4 The equivalence principle

We are now in a position to return to the troubling aspects of Newtonian gravity we set out at the
start in §3.1. So long as I can keep transforming to a frame where there are no accelerations, to what
extent can I be said to really be feeling any force? This insight led to Einstein’s equivalence principle,
which states that:

“Freely falling (infinitesimal) observers experience no gravitational effects – i.e. they
can just keep transforming to Minkowski space.”

Or to put it another way – it is the tidal gravitational field that you feel, or the force caused
by hitting something that gets in the way of your being a freely falling observer, not gravity per-se.
The only gravity you feel is when bits of your body attempt to be freely falling observers that fall in
different directions (ouch!). This is very different from the Newtonian world view. The even stronger
version of the above is the strong equivalence principle that goes further:

“All laws of physics for freely falling observers are identical to those in the absence of
gravity.”

The above has some profound implications. First, in order to be true the gravitational and inertial
masses must be identical. This is because we require that the acceleration of our inertial frame be
exactly equal to the gravitational acceleration (otherwise we cannot simply transform our frame and
remove the force):

a =
mG

mI
g (3.32)

where g is the gravitational acceleration, mI is the inertial mass, and mG is the gravitational mass.
Thus we must have mI/mG = 1. And this then has a further implication:

“An observer in a windowless room cannot distinguish between being on the surface of
the Earth, and being in a spaceship accelerating at 1g.”

3.2.5 The field equations

So far, we have derived the general relativistic equivalent of F = ma. To solve real problems, we
must have a method to determine the accelerations and that means having a field theory. In classical
Newtonian mechanics, gravity is a scalar field described by Poisson’s equation, for example. What
are the field equations in GR?

Up to now, our treatment has been completely general. We have simply demanded that physics
remain invariant under transformations between inertial frames, and that special relativity apply in
non-accelerating frames. Now, we enter a fuzzier and less satisfying realm where we have some choice
in how to proceed. Given such choice, we will aim for the very simplest field equations possible. We
will be guided by noting the following:

1. We may expect that the source of gravity should look something like (somewhat like in Newton’s
laws) mass.

2. We know that at least in classical mechanics mass, momentum and energy are conserved. In
special relativity, this becomes the conservation of 4-momentum.
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3. We know that we must find some tensor in these quantities to ensure coordinate invariance.

Suppose we just write down a tensor whose covariant derivative is nothing more than the 4-conservation
laws for each component of the 4-momentum. This is the energy-momentum tensor Tµν which satisfies:

∇νTµν = 0 (3.33)

where T 00 is the energy density, T 12 is the x-component of the y-momentum current, etc., and the
tensor must be symmetric. Since Tµν is really defined only by a derivative (by conservation laws), its
precise form must depend on the type of matter being considered. For a perfect fluid, for example, in
the rest frame, Tµν takes on a simple form:

Tµν = diag(c2ρ, p, p, p) (3.34)

where ρ and p are the proper density and pressure, respectively. (Recall that pressure is just the flux
of x-momentum in the x-direction7.) Transforming to a general frame, this gives:

Tµν =
(
ρ+ p/c2

)
UµUν − pgµν (3.35)

where Uµ = dxµ

dτ is the 4-velocity. (To use the above we must also specify an equation of state that
links the pressure and density.)

We now have an equation for the source terms of our field, but not how to describe the response
– how spacetime will ‘curve’ (i.e. what the metric will be) in response these sources. Again, we may
be guided by some simple considerations:

1. We must construct something using the metric. However, we know from our dynamics equation
3.27 that simple coordinate transforms are described by first derivatives of the metric (these
appear in the Christoffel symbols). Thus, we must use at least second derivatives of the metric
if we want to describe physical spacetime distortions that cannot be simply transformed away.

2. As above, we must look for a tensor to ensure coordinate invariance for our field theory. Since
we will equate it to the energy-momentum tensor, this should be a second rank tensor.

3. If our tensor – let us call it Gµν – has a vanishing covariant derivative (∇νGµν = 0) then it
must follow that Gµν = kTµν , where k is some constant. Thus, we should hunt for something
that has a vanishing covariant derivative.

It turns out that there is only one tensor that can be constructed that is linear in the second derivatives
of the metric: the Riemann tensor:

Rabcd = ∂cΓ
a
bd − ∂dΓabc + ΓebdΓ

a
ec − ΓebcΓ

a
ed (3.36)

which is a function only of the Christoffel symbols, and therefore a function of the metric and its
derivatives (c.f. equation 3.30).

The Riemann tensor is a fourth rank tensor, but can be contracted using the metric to form a
second rank tensor (the Ricci tensor), or contracted further to form a scalar. There is only one second
rank tensor that can be constructed from the Riemann tensor and its contractions that has a vanishing
covariant derivative: the Einstein tensor:

Gµν = Rµν − 1

2
gµνR (3.37)

where Rµν is the Ricci tensor, and R = gµνRµν is the curvature scalar.
And thus, we arrive at the Einstein field equations:

Gµν = kTµν (3.38)

7 In case this is not clear, recall that pressure is just the force per unit area perpendicular to a surface. In the
x-direction, for example, we may write: P = F · x̂/A = d

dt
(mv̇) · x̂/A, which is then clearly the flow of x-momentum

per unit area along x (i.e. a momentum-current).
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where the constant of proportionality k is determined by demanding that the field equations reproduce
Newton’s laws in the weak field limit (we will come to this shortly).

The above ‘derivation’ is rather sketchy and relies a bit on you having encountered this all before.
But the sketched ‘derivation’ highlights an important point: general relativistic dynamics is on quite
secure ground; the field equations are not. This will become important when we discuss alternative
gravity theories in later lectures. To give you an idea now, though, of the remaining freedoms, consider
the following. There is another tensor that should be familiar to you already whose covariant derivative
is zero: the metric itself: ∇νgµν = 0. Thus, we can generalise the field equations further to:

Gµν + Λgµν = kTµν (3.39)

where Λ is known as the cosmological constant.
Einstein himself was the first to propose adding the cosmological constant in order to create

solutions where the Universe is static. He later called this his “greatest blunder”8. Lemaitre – following
on from theoretical work by de Sitter and Friedmann – went on to demonstrate that the Universe is in
fact expanding (Nussbaumer and Bieri 2011). But the cosmological constant has returned with recent
observations that suggest that the Universe is accelerating: a phenomenon that could be explained by
said cosmological constant (often referred to as ‘dark energy’; of which more later).

To understand what the cosmological constant means physically, let’s move it over to the right
side of the field equations and add it to the energy-momentum tensor as if it were an additional source
term:

TµνΛ =
Λ

k
gµν (3.40)

In the absence of any matter, Tµν = 0 and the above must represent the source terms coming from
the vacuum itself. If that sounds strange, later on the in the course we will explain why there may be
no such thing as genuinely ‘empty’ space. For now, consider what the above means dynamically. We
are free to transform the metric into Minkowski space: gµν = ηµν = diag(1,−1,−1,−1), which gives:

TµνΛ =
Λ

k
diag(1,−1,−1,−1) = diag(c2ρvac, pvac, pvac, pvac) (3.41)

and if the above really represents the vacuum solution, then this Minkowski space solution must be
just fine: all observers will see the same vacuum. The energy density of the vacuum must be encoded
in T 00

Λ = c2ρvac and thus we have derived that the vacuum pressure is negative:

pvac = −c2ρvac (3.42)

Thus the vacuum – assuming such a thing exists – will behave like antigravity pushing the Universe
apart. This is why the cosmological constant has been called ‘dark energy’ and evoked to explain the
observed accelerating expansion of the Universe.

3.2.6 Energy conservation in general relativity

This is often a source of confusion and you will often hear (particularly when adding the cosmological
constant) that energy is not conserved in general relativity. In fact, the issue is somewhat subtle.
For starters, what is clearly conserved by construction is the energy-momentum tensor, and that is
the fundamental coordinate invariant tensor that should be conserved. Furthermore, classical energy
conservation is recovered in the weak-field limit. What is less clear is whether a scalar quantity like
energy can be said to be conserved in general. Being a scalar, the energy is, of course, coordinate
dependent and definition dependent and so you can arrive at the conclusion that ‘energy’ is conserved
or not, depending on how you define it! Such issues should already be familiar to you by now from
special relativity where it is the energy-momentum 4-vector that is conserved. In special relativity,
energy is only conserved for inertial observers watching from a fixed frame. In general relativity, no
observer can sit happily in a fixed frame anymore, and so a simple unambiguous scalar energy can no
longer be defined.

8I believe the origin of this quote is George Gamow’s autobiography: “My World Line”.
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3.3 Solving the field equations

We now have the equations of motion and the field equations: in principle we are all set. In practice,
finding solutions to the field equations is hard. Not least because coordinate transformations can fool
us into thinking that two solutions are different when really they are the same but simply transformed!

Here, we will consider first weak field solutions to the equations that can be solved using perturba-
tion theory. We then present two full solutions of interest for this course: the Schwarzshchild solution
that is the relativistic equivalent of a point mass (and also happens to describe black holes), and the
Friedmann, Lamaitre, Robertson, Walker (FLRW) metric that describes an infinite homogeneous and
isotropic Universe which forms the backbone of our current cosmological model.

3.3.1 The Newtonian weak field limit

First let us consider ‘Newtonian’ weak field general relativity. This is defined by three things:

1. Objects move slowly, i.e. 1
c
dxµ

dτ � dt
dτ .

2. Gravity is weak such that spacetime is very close to Minkowski. In this case, we may write the
metric as Minkowski plus some small perturbation, hµν :

gµν = ηµν + hµν (3.43)

3. The metric is static and not a function of time.

From the first condition, the GR dynamics equation (3.27) becomes:

d2xµ

dτ2
+ Γµ00c

2

(
dt

dτ

)2

= 0 (3.44)

which, substituting our perturbed metric (equation 3.43) into the Christoffel symbols using equation
3.30 gives:

d2x

dt2
= −c

2

2
∇h00 ;

d2t

dτ2
= 0 (3.45)

The term on the right tells us that in the Newtonian weak field limit, time dilation effects must be
constant. But more interesting is the term on the left. This immediately tells us the meaning of
the h00 term in the metric. It must correspond to the standard Newtonian gravitational potential as
follows: h00 = 2Φ

c2 , thus recovering the familiar Newtonian dynamics equations. (Note that we are not
specifying what the metric is here, but rather interpreting what it must mean.)

Furthermore, we may solve the Einstein field equations (3.38) for our perturbed metric. Using
again that h00 = 2Φ

c2 , the left hand side reduces to:

R00 −
1

2
Rg00 =

2∇2Φ

c2
(3.46)

while the right hand side gives:

8πGT00

c4
=

8πGρ

c2
(3.47)

and thus we recover the familiar Poisson equation: ∇2Φ = 4πGρ. (This derives the constant of
proportionality k = 8πG/c4 in the Einstein field equations.) Note that some significant algebra is
required to achieve the above results, and I would advise you to consult a good textbook on GR if
embarking on the above derivations for the first time.
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3.3.2 The weak field limit & gravitational waves

The Newtonian weak field limit helps us understand the connection between GR and Newton, but
does not give us intuition as to how these two theories differ. Here, we consider instead a linear
expansion of the GR field equations. In this case, we assume only that the field is weak such that the
metric can be decomposed into Minkowski plus a small perturbation:

gµν = ηµν + hµν (3.48)

But we no longer assume slow moving particles or static fields. In this case, the field equations become
(to linear order and in the ‘harmonic gauge’):

�hµν −
1

2
ηµν�h = −16πG

c4
Tµν (3.49)

where � = ∂2
ct − ∂2

x − ∂2
y − ∂2

z is called the d’Alembert operator.

If we consider then a vacuum (Tµν = 0), and define the ‘trace-reversed’ perturbation: hµν =
hµν − 1

2ηµνh, then we have that:

�hµν = 0 (3.50)

which is a wave equation! Thus, in general relativity – unlike in Newtonian gravity – gravitational
perturbations drive gravitational waves through the vacuum. This solves the final of our our original
problems with Newtonian gravity: instantaneous action at a distance9. In GR information about the
gravitational tidal field is transmitted by gravitational waves at the speed of light.

3.3.3 The Schwarzschild solution

The Schwarzschild solution to the field equations was found within just a year of Einstein completing
general relativity (Schwarzschild 1916), and penned while Schwarzschild was serving in the army
during world war one10. It is a tragedy that he did not survive to contribute more to the field. The
solution is, in fact, the only spherically symmetric vacuum solution to the Einstein field equations (i.e.
with Tµν = 0) and has the following form:

c2dτ2 =

(
1− 2GM

c2r

)
c2dt2 − dr2

(
1− 2GM

c2r

) − r2(dθ2 + sin2 θdφ2) (3.51)

where r, θ, φ are the familiar spherical polar coordinates (in this context Schwarzschild coordinates). It
is straightforward to verify that the above metric is indeed a solution of the field equations [exercise].

To understand the physical meaning of the Schwarzschild solution, it is instructive to consider the
Newtonian weak field. As previously, we have:

ẍ = −c
2

2
∇g00

= −c
2

2

2GM

c2r2
r̂

= −GM
r2

r̂ (3.52)

where r̂ is a unit vector in the radial direction. Thus the Schwarzschild metric approaches the New-
tonian solution for a point mass of mass M in the weak field limit. This is why it is often thought of
as the GR equivalent of a point mass.

9See e.g. the excellent lecture notes on GR by Sean Carroll: http://preposterousuniverse.com/grnotes/.
10A quick search on the NASA Astronomy Abstract Service finds that this article has just 17 citations to date! Let

this be a lesson, then, to us all that citations are not everything. It is also interesting to note that Schwarzschild was
over 40 when he produced his most famous work. That busts another popular myth about science and age.
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3.3.4 The FLRW metric and the cosmological model

Above, we wrote down the Scchwarzschild solution to the field equations that approaches a Newtonian
point mass in the weak field limit. Here, we are interested in finding a solution that can describe the
whole Universe. Out task is made significantly easier by the fact that observations of galaxies in the
distant Universe (Wu et al. 1999; Yadav et al. 2005), and the cosmic microwave background radiation
(the afterglow of the Big Bang – more on this later), suggest that the Universe is very close to being
perfectly isotropic and homogeneous. Furthermore, it would be quite the coincidence if it appeared
this way just from our perspective. Thus, it is reasonable to hunt for a Universe-metric that describes
isotropic and homogeneous matter. As you will see on the problem sheet, such a metric due to its
symmetries (rather like the Scchwarzschild metric) is unique. It is typically called the Friedmann,
Lamaitre, Robertson, Walker (FLRW) metric after the various authors who discovered it:

c2dτ2 = c2dt2 −R2(t)

(
dr2

1− kr2
+ r2(dθ2 + sin2 θdφ2)

)
(3.53)

where R(t) is called the scale factor, and k is a parameter that measures the fundamental curvature
of the spacetime. We will study dynamics in this metric further when we discuss cosmological probes
of dark matter in lecture 7.
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Lecture 4

Gravitational lensing basics

Here we derive the basic equations for our second non-classical dark matter probe: gravitational lensing.

4.1 Some history

Gravitational lensing is a key dark matter probe and one of the motivations for refreshing our knowl-
edge of GR. Gravitational lensing was first proposed by Chwolson 1924, but the first real calculation
came from Einstein 1936. At that time, with the exception of the incredible foresight of Zwicky 1937,
it was largely though that such lensing effects would be unobservable. Only much later did Refsdal
1964 lay the groundwork for a modern theory of gravitational lensing. Refsdal’s work lay largely
unrecognised for years until suddenly in 1979, the first gravitational lens was actually discovered by
Walsh et al. 1979. A modern image of this lens – Q0957+561 – is given in Figure 4.1, left panel. The
right panel shows citations to Refsdal’s pioneering lensing paper. Notice the sudden explosion after
1979 – lensing as a distinct research field was born.

4.2 The bending angle for a Schwarzschild lens

In this section, we will use the Scchwarzschild solution to derive gravitational lensing – one of our key
dark matter probes. To do that, we need to solve for the dynamics in the Schwarzschild metric. One
way to achieve this is to simply plug the metric in to the GR dynamics equation (3.27), but this is not
the most elegant. An alternative way to derive GR dynamics is through a principle of least action.
Recall that the action S is defined by the path integral:

S =

∫ x2,λ2

x1,λ1

L(x, ẋ, λ)dλ (4.1)

where L is called the Lagrangian and λ is an affine parameter that describes the motion along the
path (you can think of it as the proper time τ , and indeed it is related via a simple transformation
λ = aτ + b). For a suitably defined Lagrangian, the dynamics follow from extremising the action
δS = 0, which derives the Euler Lagrange equations (see Appendix G):

d

dλ

(
∂L

∂ẋµ

)
− ∂L

∂xµ
= 0 (4.2)

where ẋµ = dxµ

dλ now refers to derivatives with respect to the affine parameter λ. Test particles that
move along extremum paths are said to follow geodesics.

Since we are extremising the path length, a GR Lagrangian immediately suggests itself. Notice
that we can write:

S =

∫
ds

dλ
dλ (4.3)

where ds is the proper length. Comparing this with equation 4.1, we derive a Lagrangian F :
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Figure 2. (a) False color image of the central 30′′ of our combined F606W and F814W images of Q0957+561. (b) Close-up of the strong lensing region, after the
main lensing galaxy and quasar images have been subtracted. The white cross indicates the center of the lens galaxy G1, while the green crosses indicate the quasar
positions A and B. The red boxes and yellow circles indicate the “blobs” and “knots” identified by Bernstein et al. (1997). Newly resolved faint features are seen south
and east around quasar B and southwest of quasar A. The orange circle indicates an unknown object, not associated with any lensed features. Since the light profile of
the object is consistent with the PSF, we surmise it is a faint halo star in the foreground of the lens.
(A color version of this figure is available in the online journal.)

forming a 30 ks image in the F606W filter (15 ks in F814W) for
our strong lensing analysis with a final pixel scale of 0.′′03. The
large number of exposures in this central region allows us to use
a simple image-combining algorithm that avoids the undesirable
point-spread function (PSF) broadening and noise correlation of
the common Drizzle algorithm (Fruchter & Hook 2002).

1. An astrometric solution is derived for each exposure by
compounding the ACS/WFC coordinate map of Anderson
& King (2002) with an additional affine transformation to
account for pointing errors, stellar aberration, and slight
plate-scale variations due to the HST “breathing mode.”
The coefficients of the affine transformation are derived by
registering objects detected in individual exposures.

2. A grid of 0.′′03 pixels is created for the combined image.
Each pixel in each exposure is mapped to a single desti-
nation pixel. Input pixels flagged as invalid due to detector
defects, etc., are discarded.

3. For each destination pixel, we average all of the input
pixels, using a sigma-clipping algorithm to eliminate pixels
contaminated by cosmic rays.

The procedure is identical to the use of Drizzle with a
“drop zone” of zero size. Since each input pixel contributes
to only one output pixel, the output pixels have uncorrelated
noise. The combining algorithm broadens the PSF only by an
effective convolution with the output pixel square. The final
pixel size is chosen such that it is small enough not to degrade
the resolution, but coarse enough that there are enough input
pixels for averaging and outlier rejection. We present a false
color image of our combined F606W and F814W images in
Figure 2(a).

To look for new strong lensing constraints, we subtract the
bright quasar images A and B using the PSF derived from
observations of the star HD 237859. Since the PSF varies with
focal plane position as well as time, we observed the star as
close as possible in time and chip position to each quasar image
in each of the four pointings.

2.2. Lens Galaxy Properties

We model the main lensing galaxy using the IRAF ELLIPSE
task, masking out regions where quasar subtraction takes place
as well as any bright regions not associated with the galaxy
(e.g., other lensed features). Our resulting IRAF model provides
a measurement of the galaxy’s isophotes and total flux (see
Table 1). As shown previously (Bernstein et al. 1997), the
isophotes of the lens galaxy exhibit an ellipticity gradient and
a position angle twist (Figure 3). These isophotal features may
complicate the lensing potential, so we incorporate them directly
into our lens models (Section 3.2). We also use the photometry of
the lens galaxy to constrain stellar population synthesis models
and estimate the stellar mass-to-light ratio (Section 4.3).

2.3. Faint Strong Lensing Features

We subtract the model galaxy from the quasar-subtracted
image to produce the final image of the strong lensing region,
which is shown in Figure 2(b). This image reveals several new,
previously unresolved or undetected strongly lensed features.
Since the morphology is similar to the host galaxy arc from
NICMOS (Keeton et al. 2000), we conjecture that the optical
features are most likely images of star-forming regions of the
quasar host galaxy at z = 1.41.

The lensed “blobs” and “knots” indicated in Figure 2(b) were
previously identified by Bernstein et al. (1997), and were used
by Bernstein & Fischer (1999) and Keeton et al. (2000) as
constraints on lens models. To derive new constraints from our
new strongly lensed features, we use the models of Keeton et al.
(2000) as a starting point. Using the lensmodel software (Keeton
2001), we check to see how these older models would map new
features in the image plane. Specifically, we take an observed
image position, map it to the source plane, and then find all
corresponding images using the old lens models. We then look
for the predicted images in our new HST data. Unfortunately,
we find the Keeton et al. models cannot sensibly reproduce the
lensing we see in the HST data. These models fail most notably

Figure 4.1: Left & Middle: A modern image of the very first gravitational lens discovered in the
Universe: Q0957+561. The images A and B mark the two main quasar images. The yellow circles
mark additional faint images that have recently been found. The red squares mark probable complex
lensing features. The orange circle marks what is most likely a faint foreground Milky Way halo star.
The cross, G1, marks the galaxy lens. Right: A history of citations to Refsdal’s seminal paper on
gravitational lensing. Notice how interest suddenly shot up right after the discovery of the first lens
in the Universe in 1979.

F =
ds

dλ
=

√
gµν

dx

dλ

µ dx

dλ

ν

(4.4)

however, this is difficult to work with because of the square root. An extremely useful trick is to note
that:

δ

∫ x2,λ2

x1,λ1

F 2dλ = δ

∫ x2,λ2

x1,λ1

2Fdλ (4.5)

Thus, we may work just as well with L = 1
2F

2 and avoid the square root. Using special relativistic
‘Cartesian’ coordinates xµ = (ct, x, y, z), it is straightforward to show that application of the Euler
Lagrange equations (4.2) using the above Lagrangian recovers the GR dynamics equation (3.27) – also
known as the geodesic equation. More useful, however, is that we can now directly derive the dynamics
for the Schwarzschild metric using spherical polar coordinates xµ = (ct, r, θ, φ) and the Euler Lagrange
equations. The Lagrangian is given from the metric by:

L =
1

2

[(
1− 2GM

c2r

)
c2ṫ2 − ṙ2

(
1− 2GM

c2r

) − r2(θ̇2 + sin2 θφ̇2)

]
(4.6)

and the Euler Lagrange equations then give the dynamics as:

d

dλ

(
κcṫ
)

= 0 (4.7)

d

dλ

(
ṙ

κ

)
− GM

r2
ṫ2 − 1

κ2

GM

c2r2
ṙ2 + 2r

(
θ̇2 + sin2 θφ̇2

)
= 0 (4.8)

d

dλ

(
r2θ̇
)
− sin θ cos θφ̇2 = 0 (4.9)

d

dλ

(
r2 sin2 θφ̇

)
= 0 (4.10)

where κ =
(
1− 2GM

c2r

)
.

Now, the symmetry of the metric suggests that we can restrict motion to the equatorial plane for
which θ = π/2 and θ̇ = 0. Equation 4.10 then gives us the familiar specific angular momentum con-
servation around the z-axis (our assumption that the orbit is planar implies the other two components
of specific angular momentum must also be conserved):

32



r0

δα

δφ/2
b

ββ

β

With sufficiently large R, the following approximations
can be done:

sin! cos! ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þQ# R

p

6þQ# R
$ 1

2
; ð15Þ

k2 ¼ Q# Rþ 6

2Q
$ 4

b# 2

b2 # 9
; ð16Þ

! ¼ sin#1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þQ# R

6þQ# R

s

$ "

4
# 1

2b
þ . . . ; ð17Þ

ffiffiffiffiffiffiffiffiffiffi
R=Q

p
$ 1# 4b# 17

4ðb2 # 9Þ
þ . . . : ð18Þ

These approximations are done by expanding the expres-
sion at the right point and are mostly highly accurate. When
the approximations in equations (16)–(19) are inserted into
the truncated series (eq. [15]), and after some tedious alge-
bra, the expression becomes

#ðbÞ ¼ 4

b
þ ð5"# 24Þ

4

1

b2 # 9
þ 41

2

1

bðb2 # 9Þ
' 4

b
þO

1

b2

" #
:

ð19Þ

The numerical values for the higher order coefficients are
ð5"# 24Þ=4 ¼ #2:07 and 41=2 ¼ 20:50. The magnitudes of
the higher order terms are shown in Figure 2.

5. SECOND-ORDER APPROXIMATION OF THE
DARWIN DEFLECTION ANGLE

As in the previous section, the second-order approxima-
tion of the series (eq. [14]) produces an approximated Dar-
win deflection angle 4=ðb# 3Þ. The series (eq. [14]) is
truncated as presented earlier in the text, and approxima-
tions (16), (17), (19), and

sin2 ! ¼ 2þQ# R

6þQ# R
$ 1

3
; ð20Þ

! $ "

4
# 1

2b
# 1

2b2
þ . . . ð21Þ

are made. Again, after inserting the approximations into
equation (14) and doing some algebraic operations, the
following expression is obtained:

#ðbÞ ¼ 4

b# 3
þ ð7"# 21Þ

2

1

b2 # 9
# 11

1

bðb2 # 9Þ

# 11
1

b2ðb2 # 9Þ
' 4

b# 3
þO

1

b2

" #
: ð22Þ

The numerical values for the higher order coefficients are
ð7"# 21Þ=2 ¼ 0:50 and 11. The magnitudes of different
order terms are compared in Figure 3.

6. TEST APPLICATION: A LENSED QUASAR

6.1. Model

In order to compare effects from the second-order accu-
racy of the light deflection, we constructed a simple axially
symmetric toy model for quasar lensing. This model is a
strong simplification and inadequate for most real quasar
lens configurations. In reality the system consists of a
smooth and rather complex mass distribution, which is act-
ing as a lens. It is also well known that in the generic case
there are uncertainties on the mass configuration, because it
cannot be completely mapped with observations. The model
shown here is not meant for the actual lens scenario model-
ing. We simply use this case to demonstrate the second-
order approximation, and in fact a simple point-mass
deflector model would be better suited, e.g., to a massive
black hole bending modeling. This model is applied to QSO
0957+561. The geometric setup in the model is similar to
Figure 1. Axial symmetry implies the deflector being on line
connecting observed images A and B at the sky (Figure 4).

From the observations we know the redshifts of image A,
image B, and the deflector D. The location of the deflector is
assumed, being approximately the closest point of the
observed deflector galaxy (G1 in Fig. 5) on the line connect-
ing images A and B.

The mapping equations governing the lensing are as
equation (5). Observed redshifts z# and z + are comparable
to the distances travelled by light in Figure 1. Thus, lengths

Fig. 2.—Magnitude of each term of the series solution for the Einstein
deflection angle. See eq. (20).

Fig. 3.—Magnitude of each term of the series solution for the approxi-
matedDarwin deflection angle. See eq. (23).

No. 1, 2002 APPROXIMATIONS OF DEFLECTION ANGLE. I. 109

Figure 4.2: Left: A schematic diagram of light deflecting around a massive object. The photon path
is shown by the solid black line; the undeflected path is marked by the dashed line. Right: The
accuracy of the first order deflection angle approximation. The standard solution is shown by the
solid line (see equation 4.22); higher order correction terms are shown by the dotted/dashed lines.

r2φ̇ = const. = J (4.11)

Similarly, equation 4.7 gives us conservation of specific energy:

κc2ṫ = const. = E (4.12)

For gravitational lensing, we are interested in the ‘orbits’ of photons. These move along null geodesics
for which ds2 = 0. This follows from the special relativistic time dilation formula (equation 3.2). As
v → c, time becomes infinitely dilated and thus for photons, we must have that the proper time dτ = 0
and therefore the proper length ds = 0. Using our above planar geometry, the metric then gives us:

ds2 = c2dτ2 = 0 = κc2dt2 − dr2

κ
− r2dφ2 (4.13)

Dividing through by dλ2 and substituting for the specific energy E and angular momentum J then
gives:

0 =
E2

c2
− ṙ2 − J2

r2
κ (4.14)

Now, let us rewrite κ in terms of the Schwarzschild radius rs:

κ =
(

1− rs
r

)
(4.15)

which gives the following orbit equation for the photons:

ṙ2 =
E2

c2
− J2

r2

(
1− rs

r

)
(4.16)

And now, finally, we can calculate the deflection angle of a photon moving on a hyperbolic orbit past
a point mass1. The geometry is shown in Figure 4.2. We will first calculate the angle δφ from an
integral over angle along the orbit, for which we need:

1Really we are calculating the angle for a photon moving through a Scchwarzshild metric. However, if the photon is
sufficiently far away then the Scchwarzschild solution approaches that of a point mass and hence we refer to it as such.

33



Observations | The halo density profile: galaxies/clusters

Adapted from an ESA Euclid Figure; Credit for Abell 1669: NASA, ESA, and Johan Richard (Caltech, USA)

No lensing Weak lensing Flexion Strong lensing

source

lens

image

Thursday, September 29, 2011

Figure 4.3: A schematic diagram of gravitational lensing. As a source approaches a lens in projection
its image is first distorted (weak lensing), bent (flexion) and finally split into multiple images (strong
lensing; lensing images taken from plots by Adam Amara). An example of real lensing in the galaxy
cluster Abel 1669 is shown on the right. The bright lensing arcs – which are due to strong lensing of
distant background galaxies – are clearly visible (credit: NASA, ESA and Johan Richard; Caltech,
USA).

dφ

dr
=

dφ

dτ

(
dr

dτ

)−1

=
J

r2

[
E2

c2
− J2

r2

(
1− rs

r

)]− 1
2

(4.17)

where we have set our affine parameter to be the proper time (λ = τ). The distance at the turning
point r0 follows from ṙ = 0:

0 =
E2

c2
− J2

r2
0

(
1− rs

r0

)
(4.18)

which rearranging, gives a cubic equation for r0:

r3
0 − b2r0 + b2rs = 0 (4.19)

where b2 = c2J2

E2 , and the largest root must be the physical one. For distant encounters r0 � rs, and
we have that r0 ' b. In fact, for no mass at all rs → 0 and we have that r0 = b exactly. This is why
b is referred to as the impact parameter.

From Figure 4.2, we can define the full deflection angle from the following angle relations:

2β + δα = π ; δφ/2 + β = π (4.20)

which gives δα = δφ− π and thus:

δα = 2

∫ ∞

r0

dφ

dr
dr − π

= 2

∫ ∞

r0

[
b−2r4 − r2

(
1− rs

r

)]− 1
2

dr − π (4.21)
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where the factor 2 comes about because we integrate only from r0 to infinity which gives half of the
full deflection. (Note that this is necessary to avoid a coordinate infinity when r = r0.)

The solution of the above integral derives the familiar deflection or bending angle formula, and
highlights an important point: it is only approximately true:

δα ' 2rs
b

=
4GM

c2b
(4.22)

The approximation is, however, very very good as shown in Figure 4.2, right panel (taken from Mutka
and Mähönen 2002).

4.3 The gravitational lens equation

Armed with the bending angle formula, we can now understand gravitational lensing, which is due
to light bending by massive objects. Figure 4.3 illustrates the idea. If a source is a long way (in
projection) from a massive object – from here on the ‘lens’ – then its light will be very slightly bent.
To us it then appears as if the light came from a slightly different location. Resolved sources like
galaxies will then appear distorted as the light coming from their centre will be bent differently from
the light originating from their edge. We call this weak lensing. Moving the source closer to the lens in
projection gives stronger distortions called flexion. In the limit where the source is aligned perfectly
behind a spherical Scchwarzschild lens, due to the symmetry of the problem, the source will be split
into a perfect ring of images. This is called strong lensing and is distinct from weak lensing and flexion
by the presence of multiple images for a single source. The beautiful lensing arcs in the galaxy cluster
Abel 1669, visible in the right panel of Figure 4.3, owe to strong lensing.

Let us now look at this is a little more detail. The geometry is given in Figure ??. The angles β
and θ are the angle on the sky to the source and image respectively, and δα is the bending angle as
previously (β is not the same as in Figure 4.2). Now, from Figure ?? it is clear that (assuming small
angles):

θDS = βDS + δαDLS (4.23)

which is called the gravitational lens equation. Now, Figure ?? makes the problem look planar, but in
fact lensing is two-dimensional on the sky. Thus, in general, we should replace all of the scalar angles
by vector angles. For a point mass lens, the lens equation then becomes:

θ = β +
DLS

DSDL

4GM

c2
θ

|θ|2 (4.24)

where we have used the fact that the impact parameter b ' θDL, or in two dimensions: b = θ
|θ|2DL.

We can then write:

β = θ − θ2
E

|θ|2 θ (4.25)

which defines the Einstein radius:

θ2
E =

DLS

DSDL

4GM

c2
(4.26)

The meaning of the Einstein radius is then clear: it is the image position on the sky for an on-axis
source β = 0.

By symmetry, for a circularly symmetric lens, we can write θ = (θ, 0), β = (β, 0) without loss of
generality (not so for non-symmetric lenses, of course). Thus in general for a point mass lens we must
solve the quadratic equation:

θ2 − βθ − θ2
E = 0 (4.27)

and thus, for a point mass lens there will be at most two images at θ = θ±. In fact, this is true
for any circularly symmetric lens as can be understood by replacing M → M(θ) (true from Birkoff’s
theorem). When the source is perfectly on axis (β = 0), these two images join to form an Einstein
ring (as we already noted previously from intuition).
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4.4 Magnification and distortion

We have shown that massive bodies bend light and that this leads to a gravitational lensing effect.
However, light is not just bent. If we consider infinitesimally close light rays, we will see that the light
is also magnified and distorted. We can think of equation 4.25 as mapping the image positions θ to
the source position β. A general map is determined (à la GR) by the matrix of second derivatives:

βi =
∂βi
∂θj

θj (4.28)

where i = 0, 1 and as usual, repeated indices are summed over. The eigenvectors and eigenvalues
of this matrix then define the magnification and distortion – called the shear of the source. The
components of the matrix are derived by taking derivates of the lens equation (4.25). Writing as
above, without loss of generality, θ = (θ, 0), β = (β, 0), we derive the transformation matrix (for a
Schwarzschild lens) as:

∂βi
∂θj
≡


 1 +

θ2E
θ2±

0

0 1− θ2E
θ2±


 (4.29)

where θ± = 1
2

[
β ±

√
β2 + 4θ2

E

]
defines the positions of the two images.

The above is a diagonal matrix. Its eigenvectors and eigenvalues define the transformation (from
image to source) and, since the matrix is already diagonal, can be simply read off. What is more
interesting however, is the magnification tensor that is the inverse of the above matrix. It defines how
the source is transformed into the image:

M± ≡


 (1 +

θ2E
θ2±

)−1 0

0 (1− θ2E
θ2±

)−1


 (4.30)

The scalar magnification is then defined as the determinant of this matrix (also called the Jacobian).
Being diagonal, this is simply given by the trace:

M± =

∣∣∣∣∣1−
(
θE
θ±

)4
∣∣∣∣∣

−1

(4.31)

Note that the two eigenvalues of M± are different showing that images are both magnified and
distorted. Furthermore, apart from on-axis sources (for which θ = ±θE), the two images are magnified
differently. One image (θ−) is de-magnified; the other (θ+) is magnified. For on-axis sources, the
magnification diverges! This is because the image is split into a perfect Einstein ring.

4.5 Lensing and dark matter: what lensing really measures

We are ultimately interested in using lensing as a dark matter probe, and this will be covered in
detail in lecture 11. However, already we can see something important from the lens equation. It
is difficult to measure β – the position of the source on the sky since by definition we see only the
images. The exception to this is β = 0 for which we see the full Einstein ring. This suggests that
on axis sources maximise the available information (for circularly symmetric lenses). Thus, a single
source splitting into a ring really tells us only one thing: the Einstein radius θE which (assuming we
know the distances to the source and lens) tells us the enclosed lensing mass within θE . It is then
immediately clear that if we want to measure the distribution of mass within a lens, we will require
more information than that from a single source alone. We return to this in lecture 11.

For now, however, we are already able to place a crude constraint on the mass of a galaxy cluster
within θE from its gravitational lensing arcs – if we assume the cluster is circularly symmetric. Let
us take the case of Abel 1703, shown in Figure 4.5. Assuming the outermost arc is a perfect Einstein
ring (which it is not), that the cluster is spherical (which it is not), and using our current cosmological
model to determine the distances (of which more in later lectures), we can use equation 4.26 to
determine the mass inside the lensing arc marked 10-11 on Figure 4.5:
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Figure 4.5: The lensing galaxy cluster Abel 1703 (credit: Limousin et al. 2008). The lensing arcs are
marked by the numbers. The image is 77 × 107 arcsec. The distance to the cluster is DL ∼ 868 Mpc.
The giant arc marked 10-11 is at a distance from the centre of ∼ 35 arcsec (∼ 150 kpc), and a cosmic
distance of DS ∼ 1615 Mpc.

M(< θE) ∼ θ2
EDSDLc

2

4GDLS
(4.32)

which gives, putting in numbers from the Figure caption, M(150 kpc) ∼ 2.8 × 1014 M�. This is
not too far off results from more sophisticated analyses. Limousin et al. 2008 find, for example,
M(210 kpc) = 2.4 × 1014M�. As for the Coma cluster, this is far larger than the amount of visible
mass in this cluster: we have confirmed the existence of dark matter, but this time using a completely
different technique.

Note that, in principle we could use the magnification (equation 4.31) combined with the observed
position of the images to calculate θE , even for off-axis sources. The problem there is two-fold. Firstly,
we do not (in general) know the intrinsic luminosity of the source unless we are lucky enough to catch
a standard candle lensing, like e.g. Type Ia supernovae (c.f. the distance ladder discussion in §1). We
can avoid this problem, however, by considering the ratio of the magnification of the two images:

M+

M−
=

∣∣∣∣1−
(
θE
θ−

)4
∣∣∣∣

∣∣∣∣1−
(
θE
θ+

)4
∣∣∣∣

(4.33)

where we now solve for θE using the above equation and the observed θ± of the two images. Here,
however, we encounter a second problem: anomalous flux ratios. Many lensing systems have unex-
pected magnification ratios between the images because the lensing potential is not smooth. A small
local overdensity – even a star nearby to an image – can cause this to happen making the magnification
ratios difficult to work with.

We will return to lensing as a dark matter probe in lecture 11. There we will relax the above crude
assumptions and explore further how to calculate the distribution of mass – in particular dark matter
– within the lens.
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Lecture 5

What dark matter is not

In this lecture, we explore several simple solutions to the puzzle of missing matter in the Universe.
We start by suggesting that the ‘dark matter’ is just faint stars, or difficult to detect gas. Using direct
observations, we show that such ‘dark baryons’ are simply not there (more indirect cosmological probes
of the baryon content of the Universe will be presented in §7). Next, we suggest that dark matter
could comprise compact objects like black holes, or small planets/asteroids. We show that these would
produce an observable microlensing signal in our galaxy that is also not seen.

5.1 Dark matter as faint stars

The best place to place constraints on dark matter as faint stars is our own Galaxy. There we can
actually count individual stars and – due to their close proximity – see the very faintest stars that
can possibly exist. This was first acheived using the Hubble Deep Field image which was created by
staring at a single patch of the sky non stop for 10 days (Figure 5.1; Flynn et al. 1996).

Using the HDF, Flynn et al. 1996 found very few faint stars: too few by far to account for the
observed dark matter. Let us look a little at their calculation to be sure there are no important
caveats. From the Milky Way rotation curve, we can estimate the local dark matter density near the
Solar neighbourhood. We will revisit this problem later on the course where we will present a much
more detailed and rigorous analysis. For now, let’s assume that the Milky Way halo density profile is
a spherical power law:

ρdm = ρ0

(
r

rs

)−α
(5.1)

where we have normalised the distribution so that the local dark matter density at the Solar neigh-
bourhood r = rs ∼ 8 kpc is given by ρ0.

In this case, we may write the rotation curve as:

v2
c =

GMdm(rs)

rs
+ v2

c,b(rs) (5.2)

where v2
c,b(rs) ∼ (150 km/s)2 is the baryonic contribution to the rotation curve at rs (Klypin et al.

2002). The enclosed dark matter mass Mdm(rs) is then given by:

Mdm(rs) = 4π

∫ rs

0

ρ0

(
r

rs

)−α
r2dr

=
4πρ0r

3
s

3− α (5.3)

Thus, we derive:

ρ0 =

(
v2
c − v2

c,b

)
(3− α)

4πGr2
s

(5.4)
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Figure 5.1: The Hubble Deep Field: hunting for faint stars in the Milky Way. Many thousands of
galaxies were found in this image, but only very few stars (marked by the yellow circles). The number
of stars found is too small to account for the missing ‘dark matter’ in the Galaxy.

and using vc ∼ 220 km/s, vc,b ∼ 150 km/s and rs ∼ 8 kpc, we arrive at:

ρ0 = 0.0075(3− α)M� pc−3 (5.5)

which is remarkably close to the canonical value obtained over many years in the literature (but not
so close to that obtained from a purely local measure as we shall discover later on). The flatness of
the observed rotation curve of the Milky Way tells us that α < 2 (any larger, and it would fall too
quickly with radius). Thus we derive a minimum density:

ρ0,min = 0.0075M� pc−3 (5.6)

Now, suppose that this missing mass comprised many faint undetected stars of mass m∗ and
luminosity L∗. If I stare for a long time along one sight line, then I can sum up all the stars along this
line that I might detect. Remember, I can actually resolve each star, so what matters is my magnitude
limit, not anything else. Recall from lecture 1 the definition of an apparent magnitude:

mI −KI = −2.5 log10

[
L∗
L�

(10 pc)2

d2

]
(5.7)

where mI is the apparent magnitude in waveband I, and KI = 4.08 is a calibration constant for that
band. Defining mI now as a limiting magnitude and rearranging, we can turn this into a limiting
distance:

(
dmax

1 pc

)
= 10

[
10

mI−KI
2.5

(
L∗
L�

)] 1
2

(5.8)

and we can then simply integrate over all stars of mass m∗ out to dmax. Let us assume that the
dark matter density is ∼ constant over this range and given by ρ0,min. Thus, the minimum expected
number of detections is given by:

Nexp = Ω

∫ dmax

dmin

ρ0

m∗
r2dr

=
Ω

3

ρ0,min

m∗

(
d3

max − d3
min

)
(5.9)

where Ω is the solid angle of sky subtended by the observation and dmin is set similarly to dmax by
the maximum magnitude considered (we are interested only in the very faintest stars here). The
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Figure 1
Overview of the sky coverage of different surveys. The Leiden-Argentine-Bonn (LAB) survey merges the
Leiden-Dwingeloo Survey and Instituto Argentino de Radioastronomı́a surveys at δ = −27.5◦ ± 2.5◦ (red
line). The Galactic All-Sky Survey and Effelsberg-Bonn Hi Survey cover the northern and southern sky,
separated by the black line. The Arecibo Galactic ALFA survey coverage is −2◦ < δ < +38◦ (yellow lines).
The Galactic plane survey consists of Southern Galactic Plane Survey, Canadian Galactic Plane Survey, and
VLA Galactic Plane Survey. The background image displays the total volume density of the 21-cm line
emission from the LAB survey. This figure was kindly provided by B. Winkel.

both spatially and kinematically (−450 ! vl s r ! 400 km s−1). The sensitivity reaches the 70- to
90-mK level, and remaining baseline uncertainties are at a level of 20 to 40 mK. 3-D data cubes
are available at CDS, and an easy to use interface to access individual spectra and column densities
is provided by http://www.astro.uni-bonn.de/∼webrai/english/tools labsurvey.php.

2.1.2. Radio Interferometer Galactic Plane Surveys. The International Galactic Plane Survey
(IGPS) comprises many radio telescope surveys to map the ISM in the Galactic plane at various
wavelengths. Contributions at the 21-cm line are from the CGPS by Taylor et al. (2003), the SGPS
by McClure-Griffiths et al. (2005), and the VGPS by Stil et al. (2006b). These surveys provide
21-cm line data with an angular resolution of 1–3.3 arcmin. Unfortunately, the sensitivity is limited
(∼2 K). The IGPS is still an ongoing project; for data access and detailed information on all of
these surveys we refer to http://www.ras.ucalgary.ca/IGPS/.

2.1.3. Multifeed single-dish surveys. The LAB all-sky survey provides data with excellent sen-
sitivity; but for those parts of the Galactic sky without interferometric data, the angular resolution
is seriously limited. The IGPS, however, is rather restricted in Galactic latitude coverage and sen-
sitivity. With the advent of multifeed receivers, it became possible to use the world’s largest single-
dish telescopes to perform all-sky surveys in a very efficient way, providing data with improved
sensitivity and resolution; it was an important improvement over currently available single-dish
or interferometer surveys.

The Parkes telescope, equipped with 13 feeds, was used to map the Hi in the southern
sky with a sensitivity of 60 mK (McClure-Griffiths et al. 2009) and the angular resolution
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Figure 5.2: Left: The observed HI gas distribution in the Milky Way from a number of Galactic
surveys as a function of Galactic latitude l and longitude b in degrees. Right: A schematic diagram
explaining the l, b Sun-centred Galactic coordinate system (credit: Brews ohare).

Hubble Deep Field observations have Ω = 4.4 arcmin2, while Flynn et al. 1996 find Ndet < 3 at 95%
confidence for an I-band magnitude window of 24.63 < mI < 26.3 with colours V − I > 1.8. The
faintest stars known – red dwarfs – are less than 1000 times fainter the Sun, and just 8% of the mass
(Richer et al. 2006). Using this as a lower bound on visible objects in the halo, we can use equation
5.9 to estimate the expected number of detections of such stars if they comprise all of the missing
matter in the Milky Way’s halo. This gives Nexp = 30 which rules out red dwarfs as making up all
of the missing mass in our Galaxy. But we can go further. What if the halo comprised even fainter
white dwarf stars? These have a maximum mass of m∗ = 1.4M� (the Chandrasekhar limit; Phillips
1999). Their luminosity continuously falls with time but with a known rate. Given the age of the
Universe to cool, this sets a minimum luminosity for white dwarfs; the faintest ever detected has a
V-band magnitude of MV = 17.4 – some 100,000 times fainter than the Sun (Richer et al. 2006).
This corresponds to an I-band magnitude of MI ∼ 14.9 (Flynn et al. 1996). With these numbers, we
would expect (assuming all of the missing matter comprises faint white dwarfs) Nexp ∼ 0.3 which is
not ruled out by the observations. Thus, we have proven that the missing matter cannot be low mass
stars, but white dwarfs remain a possibility. We will return to these in §5.3.

5.2 Dark matter as gas

Most of the gas in the Universe is hydrogen and so our observational constraints will focus on hydrogen
gas in its various forms: H2, HI, Hα etc. (c.f. §1). As above, let’s start with our own Galaxy before
moving to extragalactic systems.

5.2.1 The Milky Way

Neutral hydrogen Easiest to detect is neutral hydrogen – HI – because of its forbidden 21cm
emission line (§1). It has temperatures in the range ∼ 100− 3000 K. The total HI mass in the disc of
the Milky Way out to the Solar neighbourhood is ∼ 1010M�, with only a small fraction of this seen
out of the plane (Marasco and Fraternali 2011; Binney and Merrifield 1998). This may be compared
with the minimum missing mass required to fit the rotation curve, using equation 5.3, with α = 2:
Mdm(rs) = 5× 1010M�, thus HI is not sufficient to explain the discrepancy. (See Figure 5.2; Kalberla
and Kerp 2009.)

Ionised gas Ionised hydrogen is straightforwards to detect through its Balmer-α lines visible at
optical wavelengths (see §1), denoted Hα. The ionised gas fraction in the Milky Way is about half of
the total gas mass in the disc, but not nearly enough to explain the missing matter (Ferrière 2001;
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Figure 5.3: The observed Hα gas distribution in the Milky Way from a number of Galactic surveys.

19
93
Ap
JS
..
.8
8.
.2
53
S

19
93
Ap
JS
..
.8
8.
.2
53
S

Figure 5.4: The cooling curve of a hydrogen plasma as a function of metallicity (left) and broken down
by cooling mechanism (right). The cooling rate Λ is defined normalised to 1 atom/cc of gas as shown
in the bottom panel.

and see Figure 5.3 from Finkbeiner 2003).

Hot gas Very hot gas >∼ 107M� is relatively easy to detect because it emits via thermal Bremstrahlung
radiation in the X-rays. We can estimate the equilibrium temperature of gas in the Milky Way using
the kinetic theory of gases:

3

2
kBT ∼

1

2
mpσ

2 (5.10)

where kB is the Boltzmann constant, T is the gas temperature, σ ∼ vc/
√

2 is the typical velocity
of gas in the Milky Way halo1, and mp is the mass of a proton. Using vc ∼ 220 km/s, this gives
T ∼ 106 K. Unfortunately, this is a temperature for Hydrogen that is difficult to detect. This is
shown by the hydrogen plasma cooling curve (with ‘metal’2 impurities) shown in Figure 5.4, taken
from Sutherland and Dopita 1993. The left panel shows the cooling rate, normalised to a density of

1This is exactly correct for an isothermal sphere.
2Recall that we astrophysicists call every element heavier than Hydrogen a ‘metal’; §1.
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Figure 5.5: The observed distribution of CO in the Milky Way – a good tracer of the underlying H2

gas.

1 atom/cc, as a function of metallicity. The right panel shows a breakdown of the cooling rate by
cooling mechanism and corresponding elements. It also shows results assuming collisional ionisation
equilibrium (CIE) – the usual approximation, and how this changes away from equilibrium (i.e. when
the cooling is sufficiently fast that the rate of collisions cannot reach equilibrium). Notice that around
106 < T < 107 K, there is a dip in the cooling rate as we move away from resonant cooling lines
and towards free-free cooling (thermal Brehmstrahlung). While this warm-hot gas is difficult to
detect, we can infer its presence in absorption along Pulsar sight lines (e.g. Ferrière 2001). This
gives nH ∼ 5 × 10−4atoms/cc out to ∼ 50 kpc which implies a total mass of M(50 kpc) ∼ 1010M�
(Anderson and Bregman 2010). Thus, such hot gas is unlikely to comprise the missing matter.

Cold gas Perhaps hardest to constrain is the cold molecular hydrogen in the Milky Way: H2. Its
presence can be inferred from other gaseous tracers like carbon monoxide (CO), but it is difficult to
detect directly either in emission or absorption because it is visible in absorption only in the ultra
violet (Combes 1991). By contrast, CO is much easier to detect because it has a low energy roto-
vibrational transition that is excited by H2 molecules (and therefore traces the cold gas), and is visible
in the radio (Combes 1991). From these CO observations, the total mass in H2 in the Milky Way
is small: just ∼ 2.5×1010M� (Combes 1991; and see Figure 5.5). However, the difficulty of directly
probing H2 led some authors to even claim that such cold gas can comprise all of the missing matter
(Pfenniger et al. 1994). They proposed that the H2 would be in the form of small dense clumps that
are then hard to detect because the probability of catching one in absorption along a sight line to a
star or bright distant galaxy is small. However, cosmic rays impacting such clumps will cause them
to shine in γ-rays, making them detectable. Kalberla et al. 1999 use this to place constraints on the
total mass in such clumps finding that they could still be a significant gas mass component in the
Galaxy, but cannot explain all of the observed missing mass.

Even adding up all of the gaseous components of the Milky Way, we fall short of the ∼ 5 × 1010M�
required to match the rotation curve at the Solar neighbourhood (recall that some of the above
estimates are the total mass in the Milky Way, not the mass at R�). The situation gets worse as we
move to even larger radii. Thus, the missing mass in our Galaxy cannot comprise undetected gas.

5.2.2 Galaxy clusters

Our view of our own Galaxy is unprecedented and it is not possible to do better in extragalactic
systems. The observed distribution of stars and gas in galaxies is certainly not able to explain the
observed dynamical masses (e.g. Read and Trentham 2005). However, the mass in dark baryons is
assumed to be small based on the Milky Way observations, above. We cannot at present hope to hunt
for faint stars even in very nearby galaxies like Andromeda. By contrast, however, galaxy clusters
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Figure 6. Lower panel: average stellar to dark mass ratio (filled points) for the
COSMOS+LM03 sample and average gas fraction (empty points). Uncertainties
are computed from the standard deviation of the mean in all cases. Upper panel:
total baryonic fraction obtained summing the points in the lower panel compared
with the universal value by WMAP5 (dark gray stripe). The dashed-dotted line
represents the fit to the measured points. The dashed line represents the fit to the
points where the gas fraction has been corrected for a 10% gas depletion. The
light gray stripe is the fit to the relation taking in account both gas depletion and
a constant (11%–22%) ICL contribution to the stellar mass.

4.4. Comparison with WMAP

4.4.1. Raw Values

As Figure 6 shows, there is a gap between the values of
f

stars+gas
500 estimated from WMAP5 and those obtained here; this

discrepancy, before any correction, is significant at more than
5σ for systems less massive than ∼1014 M" (see Table 3), where
the uncertainties are calculated as described in Section 4.3.2.

4.4.2. Values Corrected for Gas Depletion

We now correct the value of the baryon fraction for gas
depletion. As discussed in Frenk et al. (1999), simulations
without feedback suggest that the ICM has a slightly more
inflated distribution than the dark matter (see also observations
by Pratt & Arnaud 2002), resulting in a decrease in the gas
fraction of 10% at R500. In the absence of indications to the
contrary we do not assume a mass dependence for the gas
depletion. For average massive clusters (〈M500〉 = 7×1014 M")
the value of gas depletion-corrected f

stars+gas+depl
500 is consistent

within 1.4σ with the WMAP5 estimate. However, the gas
depletion corrected value in the group regime (〈M500〉 =
5 × 1013 M") is still 4.5σ discrepant from that of WMAP5.27

4.4.3. Values Corrected for Gas Depletion and ICL

The existence of a diffuse stellar component in galaxy groups/
clusters is now a well established observational result, but the
way the ICL is defined and measured is not unique (see Zibetti
2008 for a recent review). The quality of our observations is
insufficient to measure the contribution of diffuse, very low

27 We note that this discrepancy represents a lower limit if a further 10%
reduction of the gas mass is applied due to the clumpiness of the ICM as in Lin
et al. (2003). However this correction is not applied in most of the studies of
gas component in clusters.

Table 3
Discrepancy of fb from the WMAP5 Value in Sigma Units

M500/[h−1
72 M"] ∆fb /[σfb ] ∆fb /[σfb ]a ∆fb /[σfb ]b

2.1e+13 > 1.2 > 0.8 > 0.3
5.1e+13 5.3 4.5 3.3
1.2e+14 5.1 4.2 3.2
3.0e+14 3.7 2.6 2.1
7.1e+14 2.6 1.4 1.0

Notes.
a After correction for gas depletion.
b After correction for gas depletion and ICL.

surface brightness light (>25.8 K mag arcsec−2) within r500
directly for individual systems in the sample. To quantify the
amount of stellar mass which is associated with diffuse light
that escapes detection during the standard photometry extraction
with SExtractor (Capak et al. 2007), we are guided by previous
observational results. In particular, we consider Zibetti et al.
(2005), Krick & Bernstein (2007), and Gonzalez et al. (2005).
Zibetti et al. (2005) used stacking analysis of 683 systems at
z = 0.2–0.3 ranging in total mass from a few times 1013 to
5 × 1014 M" (the average total mass is 7 × 1013 M"), selected
from a 1500 deg2 of SDSS–DR1, reaching the unprecedented
surface brightness limit of ∼32 mag arcsec−2 (R band in the
z = 0.25 observed frame). They show that on average the
ICL contributes ∼11% of the stellar light within 500 kpc. In a
complementary study, Krick & Bernstein (2007) used a sample
of massive clusters with a range of morphology, redshift and
densities to find that the ICL contributes with 6%–22% to the
total cluster light in the r band within one quarter of the virial
radius, finding no appreciable correlation with cluster mass.
Given these results, we assume that the contribution of the ICL
to the total mass of a system is equal to its observed contribution
to the total light and ranges between 11% and 22%. This range
is consistent with the theoretical results by Murante et al. (2007)
and Purcell et al. (2008), in their attempt of modelling the
ICL by numerical simulations. Furthermore, given the complete
lack of observational constraints, we assume that the ICL mass
fraction is not evolving with redshift for 0 < z < 1; this is
supported by the simulation of Dubinski et al. (2003) as shown
in Feldmeier et al. (2004). We discuss the impact of our choice
on the results in Section 4.5. The final gas depletion corrected
values including the ICL contribution of fstars+gas+depl+ICL

500 are
lower than the WMAP5 estimate across the entire explored mass
range; f

stars+gas+depl+ICL
500 is in agreement with the WMAP5 result

within 1σ in the massive cluster regime, but still discrepant at a
significance level of at least 3.3σ for groups (see Figure 6).

4.5. Impact of Systematic Effects

The basic observational result of the present study is that
the baryon mass fraction, corrected for gas depletion and ICL
contribution, is consistent with WMAP5 estimate within 1σ for
clusters with 〈M〉 = 7 × 1014 M" but is significantly (3.3σ )
lower for groups with 〈M〉 = 5 × 1013 M". At the cluster
scale our result on the baryon fraction is consistent with that
of Lin et al. (2003), indicating that different approaches do
not show systematic differences in the determination of the gas
fraction scaling with the cluster mass. Furthermore, we note
that the scaling relation determined by Pratt et al. (2009) is
based on three different samples of groups and clusters: this

Figure 5.6: Left: Hot X-ray emitting gas (purple) in a galaxy cluster (credit: X-ray image
NASA/CXC/ESO/P. Rosati et al.; optical image: ESO/VLT/P. Rosati et al.). Right: The ob-
served baryon fraction in clusters as a function of cluster mass. The cosmological value is marked in
grey; this will be discussed in later lectures.

are an excellent place to constrain dark baryons. As we saw in 2, there is plenty of missing mass in
clusters too (this was where it was first discovered, after all), but dark baryons are much easier to
spot. Using equation 5.10 with σ ∼ 1000 km/s, we have that T ∼ 107 K and thus clusters, unlike
galaxies, will shine brightly in the X-ray. Indeed, most of the baryonic mass in clusters is in X-ray
emitting gas. Figure 5.6 shows an example of an X-ray emitting galaxy cluster (left), and a plot of
the observed baryon fraction in clusters as a function of cluster mass (right; Giodini et al. 2009). The
stellar mass is determined from adding the light in visible galaxies (an evolution of Zwicky’s original
analysis). The gas fractions come directly from the observed X-ray gas surface densities, and the
masses come from a dynamical analysis that assumes that the gas is in hydrostatic equilibrium. We
will study this is more detail later, but roughly one can think of this as determining the cluster mass
through equation 5.10 from the observed temperature of the X-ray gas.

5.3 Dark matter as compact objects: ‘MACHOs’

We have demonstrated in 5.1 that dark matter cannot comprise faint stars. However, lowering the
luminosity further, it is perfectly possible to have dark matter comprise massive compact objects that
are just a few times fainter than the faintest stars. These are called Massive Compact Halo Objects,
or MACHOs and could be stellar mass black holes, planets, asteroids, or something more exotic like
primordial black holes (e.g. Hawking 1971). Apart from perhaps primordial black holes, there can be
difficulties in understanding how such objects got there, but until we have empirically ruled out such
a possibility then, formally, it remains. Luckily, we can directly test this idea using an effect called
microlensing that we describe next.

5.3.1 Microlensing

Microlensing is simply unresolved strong gravitational lensing. Recall from lecture 4, the Einstein
radius:

θ2
E =

DLS

DSDL

4GM

c2
(5.11)
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Figure 5.7: Left: The Large and Small Magellanic Clouds (LMC/SMC) – two dwarf galaxy compan-
ions of the Milky Way just ∼ 50 kpc away (credit: ESO/S. Brunier). Right: The Magellanic Clouds,
visible with the naked eye from the Southern hemisphere.

Now, we are interesting in seeing a lensing signal from MACHOs within our Galaxy. First, we need
some sources to be lensed. Ideally, we would like a large number of stars in one patch of the sky that
are resolved, and for which we know the distance. This suggests looking towards a nearby pair of
dwarf galaxies: the Large and Small Magellanic Clouds (LMC/SMC), shown in Figure 5.7. These are
just ∼ 50 kpc away and bright enough that you can see then with the naked eye from the Southern
hemisphere. Second, we need to know the distance to the lenses. From equation 5.11, we see that if
DL = DS then the Einstein radius shrinks to zero. The limit DL → 0 is also bad for lensing since
the Einstein radius expands to infinity. Thus there is a sweet spot for lenses somewhere between the
source and observer. Let us consider halfway: DL = 0.5DS . Thus the Einstein radius becomes:

θ2
E =

4GM

DSc2
(5.12)

Putting M ∼ M� for Solar mass lenses and DS ∼ 50 kpc for the Magellanic clouds, this gives
θE = 4×10−4 arcsec. This is far smaller than the point spread function of current instruments and so
the lensing will be unresolved. This seems like a disaster: how are we to know that a source is being
lensed? The solution lies in the time domain. Recall that the typical velocity of objects moving in
the halo of our Galaxy is vtyp ∼ vc ∼ 200 km/s. So the time it takes for such objects to move through
an angle θE is: t = θEDL/vtyp ∼ 90 days. This is measurably short! When a lens moves in front of a
background star, although the images are not resolved we can still see the magnification effect. The
star will brighten and then dim as the lens passes in front of it. This is called microlensing (because it
would require micro-arcsec resolution to see the resolved lensing effect). We can determine the form
of this brightening and dimming – the lightcurve – from equation 4.31:

M± =

∣∣∣∣∣1−
(
θE
θ±

)4
∣∣∣∣∣

−1

(5.13)

Since the two images are now unresolved, we will just see the sum of their brightening:

M = M+ +M− =

∣∣∣∣∣1−
(
θE
θ+

)4
∣∣∣∣∣

−1

+

∣∣∣∣∣1−
(
θE
θ−

)4
∣∣∣∣∣

−1

(5.14)

where the image positions are given by: θ± = 1
2

[
β ±

√
β2 + 4θ2

E

]
and β is the position of the source

on the sky. Notice that for β →∞, θ+ → β, θ− → 0 and thus M → 1 as it should. The brightening
is maximised for on-axis sources (β = 0). The lightcurve equation can be further simplified by
substituting for θ± to give:

M =

∣∣∣∣
u2 + 2

u
√
u2 + 4

∣∣∣∣ (5.15)

where u = β/θE .
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Figure 4. Light curves and microlensing models of candidates for microlensing events detected in the OGLE–III SMC data. The standard
microlensing model best-fitting to the data is shown in solid lines with black points and red curve for I-band, and blue points and green
curve for V -band data (except OGLE-SMC-04, where it shows EROS B-band data). Dashed line shows parallax model fit. The residuals
of the model fitting are shown as a respective lines and data points at the bottom of each panel.

Figure 5. Finding charts of the three candidates for microlensing events from OGLE-III SMC data. East is to the right, North is down.
The side of each chart is 26 arc seconds. Charts with events 02, 03 and 04 are shown from left to right. A cross marks the object on
which the microlensing brightening was detected.

The values of the fitted parameters are gathered in Table
4 and the fit is shown in Fig. 4. The time-scale of tE =
190.6±1.6 days we obtained for I and V data is conveniently
in rough agreement with the time-scale derived by Dong
et al. (2007) (between 160 and 190 days, depending on the
details of the model configuration).

The blending parameters for both bands obtained in
our model are relatively close to 1, however not including

the parallax and the binarity in our model should affect
this value severely. Full modelling of this event performed
by Dong et al. (2007) (their Table 1) returned a blending
fraction oscillating around zero-blending solutions, even sug-
gesting some amount of negative blending in case of a few
models.

We analysed the astrometry of the residual images of
this event obtained with the DIA and measured the centroid

Figure 5.8: Left: The characteristic lightcurve of a microlensing event (obtained from equation 5.15).
Right: An example of a real ‘poster-child’ microlensing event observed towards the SMC: OGLE-
SMC-02. The black and blue points show data for the I- and V -bands, respectively. Notice that
this event is achromatic as expected for microlensing. The solid curves show fits using the lightcurve
equation (equation 5.15). The residuals of the model fitting are shown at the bottom.

Figure 5.8 shows a plot of a lightcurve determined using equation 5.15 (left), and a real observation
of a microlensing lightcurve: OGLE-SMC-02 (right; plot taken from Wyrzykowski et al. 2011). This
particular microlensing event is fascinating because the data are so good that Dong et al. 2007 could
not fit a single point mass lens to the data, finding instead that a binary lens is a better fit. There
is something even more remarkable, though about this event. If the lens cannot be actually seen
(which is the case here), then we have no hope of determining the distance DL. This then leads to
a degeneracy between the distance and the mass of the lens as can be seen by simple inspection of
equation 5.11. However, in a visionary paper Refsdal 1966 suggested that this degeneracy could be
broken if the lensing event is viewed from two different locations separated by a large baseline. This is
now possible by combining measurements from the ground and in space. Dong et al. 2007 did exactly
this to measure what is called the microlensing parallax for OGLE-SMC-02. This allowed them to
break the degeneracy and determine that this lens lies in the halo of the Milky Way, most likely with
a mass ∼ 10M�. Thus it must be a binary black hole in the halo of the Milky Way: a truly dark
Massive Compact Halo Object!

The above demonstrates that we can hunt for MACHOs by staring for a long time at stars in
the LMC and SMC and waiting for them to show a characteristic brightening and dimming due to
microlensing, an idea first proposed by Paczynski 1986. We can separate the microlensing signal from
the intrinsic luminosity variations of stars because the microlensing signal should have a characteristic
shape as shown in Figure 5.8, should be achromatic, and should occur only once. Thus, the main source
of background will actually be real microlensing events but from other stars (or stellar remnants),
rather than from dark matter. We can weed these out too, however, by hunting for the actual lensing
star that should also be visible in the data. Even if this proves difficult (because the lensing star is too
faint, for example), the amount of microlensing needed to explain all of the missing matter is much
larger than expected from the visible light alone. So a simple excess of mircolensing events is enough
to determine whether MACHOs are indeed the dark matter.

Three main collaborations have been performing the above experiment: MACHO (Alcock et al.
1993), EROS (Aubourg et al. 1993), and OGLE (which looked initially towards the Galactic bulge
Udalski et al. 1992, and only later towards the LMC/SMC; e.g. Wyrzykowski et al. 2011). MACHO
and EROS both reported their first microlensing events in 1993 (Alcock et al. 1993; Aubourg et
al. 1993). The latest results from all three experiments are summarised in Figure 5.9 (taken from
Wyrzykowski et al. 2011). An earlier claim from the MACHO collaboration that the halo could
comprise a significant fraction of ∼ solar mass MACHOs is now excluded at 95% confidence by
both the EROS and OGLE experiments. These experiments – in particular EROS-1 and EROS-2 –
prove that dark matter cannot comprise massive compact objects in the range 10−7 < M/M� < 20
(Tisserand et al. 2007).
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Figure 11. Fraction of the mass of MACHOs in the halo as derived from OGLE-III SMC data. Black solid curves show an upper limit
from the OGLE-III SMC data assuming the background self-lensing signal of three events. Also shown is the upper limit from EROS
(blue dashed curve), original measurement by MACHO (small cross and dotted curve) and the MACHO result corrected for the fact
that one of their events was rejected by OGLE-III data (dashed curve, big cross).

Figure 12. Inclusion region for the fraction of the mass of MACHOs in the halo for combined OGLE-II and OGLE-III data for LMC
and SMC (solid curve, pink/dark blue) when all OGLE events are attributed to expected self-lensing/background signal. The EROS
upper limit and the MACHO signal are shown as in Fig.11 in light/dark blue and green, respectively. Also shown is the fraction of mass
due to BH-candidate event OGLE-SMC-02.
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Figure 11. Fraction of the mass of MACHOs in the halo as derived from OGLE-III SMC data. Black solid curves show an upper limit
from the OGLE-III SMC data assuming the background self-lensing signal of three events. Also shown is the upper limit from EROS
(blue dashed curve), original measurement by MACHO (small cross and dotted curve) and the MACHO result corrected for the fact
that one of their events was rejected by OGLE-III data (dashed curve, big cross).

Figure 12. Inclusion region for the fraction of the mass of MACHOs in the halo for combined OGLE-II and OGLE-III data for LMC
and SMC (solid curve, pink/dark blue) when all OGLE events are attributed to expected self-lensing/background signal. The EROS
upper limit and the MACHO signal are shown as in Fig.11 in light/dark blue and green, respectively. Also shown is the fraction of mass
due to BH-candidate event OGLE-SMC-02.

Figure 5.9: The latest constraints on MACHO dark matter from the OGLE, EROS and MACHO
experiments. Left: Constraints from the combined LMC+SMC OGLE data with constraints from
MACHO and EROS overlaid. Only the blue region is still allowed by the combined data. Marked in
red is the implied fraction of halo mass comprised of objects like OGLE-SMC-02 (shown in Figure 5.8).
An earlier claim from the MACHO collaboration that the halo could comprise a significant fraction of
∼ solar mass MACHOs (shown in green) is now excluded at 95% confidence by both the EROS and
OGLE experiments. Right: The full exclusion region from EROS-1 and EROS-2 (everything above
the blue dashed line is excluded). Here the OGLE constraints appear weaker because only the SMC
data have been used.
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Lecture 6

Dark matter as alternative gravity

In this lecture, we consider whether modifications to our theory of gravity could explain dark matter.
We show that a definitive answer remains elusive due to the challenge of making concrete predictions.
However, current data appears to disfavour wide classes of models as a complete explanation of the
dark matter. Combined with results from previous lectures, we are left with one remaining possibility
(apart from our lack of imagination): that dark matter is some new as yet undetected type of matter.

6.1 Introduction

We have demonstrated that dark matter does not comprise faint stars or gas, or even massive compact
non-emitting bodies – at least over the mass range 10−7 < M/M� < 20. This suggests more exotic
explanations. One possibility is that we simply have gravity wrong. Recall from §3 that while general
relativistic dynamics is quite secure, the Einstein field equations are only the simplest thing we could
write down – not the only possibility. Could it be that modifications to the field equations could
masquerade as missing mass on galaxy and cluster scales in the Universe?

6.2 Lagrangians and action principles for field theories

We have already encountered the Lagrangian L for describing the dynamics of systems. For example,
the Lagrangian for classical mechanics is given by L = T − V where T is the kinetic, and V the
potential energy of the system. We can also write down a Lagrangian to describe a field (really a
Lagrangian density) L which is a function of the fields φi(x, y, z, t) and their derivatives. These fields
can be, for example, the temperature at different points in a room, the velocity of a fluid, or the
gravitational potential Φ. This Lagrangian density appears inside the action:

S =

∫
Ldnx (6.1)

where n is the number of dimensions (3 for classical gravity; 4 for GR) and the action is now a
(hyper)-volume integral which is why L is called a Lagrangian density. The field equations then follow
from extremising the action δS = 0, which yields the Euler-Lagrange equations:

∂µ

(
∂L

∂(∂µφi)

)
− ∂L
∂φi

= 0 (6.2)

where now our “coordinates” are the fields φi themselves.
The above is a very useful abstraction because we can now construct field equations through

the Lagrangian L that obey symmetries by construction. Let us consider a concrete example: the
Lagrangian density for Newtonian gravity:

LN = −|∇Φ|2
8πG

− ρΦ (6.3)

Application of the Euler-Lagrange equations (6.2) with φi = Φ then gives:
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∇ · ∇Φ = 4πGρ (6.4)

which is the familiar Poisson equation.
Similarly, we can write down a Lagrangian density for general relativity (first derived by Hilbert):

LGR =

[
c4

16πG
(R− 2Λ) + LM

]√−g (6.5)

where R is the Ricci scalar, Λ is the cosmological constant, LM is the Lagrangian density describing
the matter field, and g = det(gµν) is the determinant of the metric. The Einstein field equations then
follow by application of the Euler-Lagrange equations with φi = gµν

1.
As we noted in §3, the Einstein field equations are just one possibility. Once we allow more

complex theories, there are an infinity of possibilities that can only be constrained by empirical data
from the real Universe (at least for now). As an example, we consider one such extension of the
field equations here: TeVeS (Tensor, Vector, Scalar) gravity (Bekenstein 2004). However, there are
many other possible forms of modified gravity (e.g. Moffat 2005; Moffat 2006). We will write down
the full Lagrangian for TeVeS, but will then consider mainly the non-relativistic weak field limit.
The full theory is important for cosmological probes that we discuss in later lectures, it also plays
a role in lensing since, although the bending angle formula requires only the weak-field limit, the
cosmological theory is required to turn observed doppler shifts (redshift) into distance. However, the
non-relativistic weak field limit is sufficient for galaxy and galaxy cluster dynamics where dark matter
was first discovered (see §2). In this limit, we will show that we can generalise to a broad class of
theories that may then be simultaneously tested.

6.3 Tensor Vector Scalar gravity (TeVeS) and MOND

TeVeS is a relativistic version of an older non-relativistic modified gravity theory: MOdified Newto-
nian Dynamics (MOND; Milgrom 1983; Bekenstein and Milgrom 1984). The relativistic extension is
required to study gravitational lensing and cosmology in modified gravity, but rotation curves and the
dynamics of galaxies can be understood in the much simpler non-relativistic limit. We will mostly
consider the latter limit, but discuss here briefly the full theory.

6.3.1 The relativistic theory

The basic idea with TeVeS is to introduce two metrics – hence it is called a bi-metric theory. The first
metric, gµν behaves as in standard GR. It is responsible for raising and lowering indices, for example:
Aµ = gµνAν . It is also the metric that appears in the geodesic equation (see §3):

d2xµ

dτ2
+ Γµαβ

dxα

dτ

dxβ

dτ
= 0 (6.6)

where

Γαλµ =
1

2
gαν

(
∂gµν
∂xλ

+
∂gλν
∂xµ

− ∂gµλ
∂xν

)
(6.7)

is the Christoffel symbol that is a function of first derivatives of the metric gµν .
So far, we are identical to standard GR. Now, we introduce a second metric g̃µν that appears in

the field equations:

R̃µν − 1

2
g̃µνR̃ =

8πG

c4
Tµν (6.8)

where we have dropped the cosmological constant Λ (though it is straightforward to include it if
required), and the tilde symbol reminds us that the Riemann tensor is now a function of second
derivatives of g̃µν – our new metric.

To understand what the above achieves for us, it is worth considering the Newtonian weak field
limit. Recall from §3, that this occurs when:

1For a derivation of this, see http://preposterousuniverse.com/grnotes/.
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1. Objects move slowly, i.e. 1
c
dxµ

dτ � dt
dτ .

2. Gravity is weak such that spacetime is very close to Minkowski. In this case, we may write the
metric as Minkowski plus some small perturbation, hµν :

gµν = ηµν + hµν (6.9)

3. The metric is static and not a function of time.

In TeVeS, the geodesic equation behaves just as in standard GR, so must share the same Newtonian
weak field approximation:

d2x

dt2
= −c

2

2
∇h00 = −∇Φ (6.10)

The field equations must also behave similarly, but involve our new metric g̃µν . The left hand side
becomes:

R̃00 −
1

2
R̃g̃00 =

2∇2Φ̃

c2
(6.11)

while the right hand side gives (as for standard GR):

8πGT00

c4
=

8πGρ

c2
(6.12)

Thus we derive a Poisson equation in a different static potential Φ̃:

∇2Φ̃ = 4πGρ (6.13)

We must now relate this new potential to the one that gives rise to the forces. In other words, we
must specify a relation between ∇Φ and ∇Φ̃. This means specifying some relationship between our
two metrics gµν and g̃µν . In general, we can expect that they are interrelated by some function f :

f∇Φ = ∇Φ̃ (6.14)

which gives a modified Poisson equation:

∇ · (f∇Φ) = 4πGρ (6.15)

This is the weak-field gravitational field equation for TeVeS also called MOdified Newtonian Dynamics
(MOND).

The above is fine for the weak-field limit, but for a full general relativistic theory, we must specify
how gµν and g̃µν interrelate (and thus how to determine f). There is quite some freedom in how to
do this. In TeVeS, the modified metric g̃µν is related to the usual GR metric gµν via scalar and tensor
fields (hence the name Tensor Vector Scalar):

g̃µν = e−2φgµν − 2UµUν sinh(2φ) (6.16)

where φ and Uµ are a new scalar and vector field, respectively. The vector field satisfies the relation:

UµUµ = −1 (6.17)

These two new fields also evolve according to their own Lagrangians:

LU =
c4

32πG

√−g [KAµνA
µν − 2λ(UµU

µ + 1)] (6.18)

where Aµν = ∇µUν −∇νUµ, λ is a Lagrange multiplier that ensures that Uµ satisfies equation 6.172,
and:

2A derivation of λ is given in Bekenstein 2004. Recall that Lagrange multipliers allow us to apply constraints when
trying to find extrema. Here we are finding the extremal path subject to the Lagrangian LTS and the constraint given
by equation 6.17.
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Lφ =
c4F0

8πGl2
√−gF (l2σ) (6.19)

where F0 and K are constants, σ = (g̃µν − UµUν)∇µφ∇νφ, l is some length scale, and F is a free
function designed to interpolate between the Newtonian and MOND weak-field regimes.

Thus, the full TeVeS Lagrangian density is given by:

LTS = LTSG + LU + Lφ (6.20)

where LU and Lφ are as above, and LTSG is given by the standard GR Lagrangian density, but with
gµν → g̃µν . In the absence of matter terms or cosmological constant, this is given by:

LTSG =
c4

16πG

√
−g̃R̃ (6.21)

TeVeS approaches standard general relativity when the two metrics become equal g̃µν → gµν . In this
case, from equation 6.16, we have that φ→ const. = 0, which occurs for K = F0 → 0.

We have already given an outline of the weak field limit in TeVeS, but not derived how the function
f is expressed in terms of the new fields φ and Uµ. However, the full derivation is a bit involved for us
here and does not really gain us much since in the end, the function f is really just chosen to match
data for nearby disc galaxy rotation curves (as we shall see shortly). For a derivation of the weak-field
limit, gravitational lensing and cosmology in TeVeS, we refer the interested reader to Bekenstein 2004.

Phew! the above looks rather complicated. TeVeS’s complex structure is, however, designed to: (i)
approach a weak field modified gravity that can explain the dark matter; (ii) not violate known GR
Solar system tests; and (iii) maintain manifest covariance and causality. These combined constraints
make it difficult to construct a workable theory, but it is possible.

6.3.2 The weak field limit

In the weak field, TeVeS becomes much more manageable and we will study the theory mainly in this
limit. In this case, the Lagrangian density becomes:

LMOND = − a2
0

8πG
F (
|∇Φ|2
a2

0

)− ρΦ (6.22)

where a0 is an acceleration parameter and F is a free function that interpolates between the Newtonian
and MOND regimes. Applying the Euler-Lagrange equations, we recover the MOND field equations:

−∇ ·
(

a0

8πG

dF (x2)

dx2
2x

)
+ ρ = 0 (6.23)

⇒
∇ · (f∇Φ) = 4πGρ (6.24)

where x = |∇Φ|/a0 and f(x) = dF (x2)
dx2 .

Thus, MOND gravity is described by a modified non-linear Poisson equation. Typically, f is
assumed to take the form:

f(x) = x(1 + x2)−1/2 (6.25)

which – as we shall see shortly – is designed to match rotation curves for nearby spiral and disc galaxies
without the need for dark matter.

Note that this modified Poisson equation is difficult to solve analytically. It is straightforward to
show that substituting Φ → Φ1 + Φ2 does not give ρ → ρ1 + ρ2. This means that solutions cannot
be superposed as in normal Newtonian mechanics. Indeed much of our Newtonian intuition must
be discarded as you will discover on the problem sheet. Every mass configuration will have its own
unique potential which should be determined by (numerically) inverting equation 6.24.
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Figure 4. Histograms of d, the ratio between the best-fit distance DMOND found
from a MOND fit with distance free, and Da the adopted distance, for all galaxies
(top panel), galaxies with Da < 10 Mpc (middle panel), and for galaxies
with Da > 10 Mpc (bottom panel). The filled areas represent galaxies with
distances determined from their H i recession velocities, the open areas represent
galaxies with tip-of-the-RGB distances, the hatched areas represent brightest star
distances, and the cross-hatched areas group membership distances.

investigate whether some of MOND-predicted rotation curves
can be improved by changing their inclinations, we have made
MOND fits with inclination as a free parameter.

If the inclination is left free in the fits, the amplitude of the
rotation curve changes with sin(ifit)/ sin i, and at the same time,
the contribution of the H i and the stars to the rotation curve
change with cos(ifit)/ cos i (if optically thin). The latter is only
valid for modest changes in the inclination, especially at high
inclinations. When the changes are large, the rotation curves
and density distributions may also change in shape.

In Table 2, we list the best-fit inclinations. Uncertainties on
the inclinations have been estimated from the 68% confidence
levels in the fit, with the same caveats as described above
for the fits with distance free. We do not show the best fits
in Figure 1, because the fits with inclinations free are almost
indistinguishable from those with distance as a free parameter,
except for UGCs 5721, 7323, 7399, and 8490, for which the fits
are nearly indistinguishable from the original fit with only ϒ∗,d

as a free parameter.
In Figure 5, we plot the histogram of inclination changes,

defined as i − ifit. The inclination changes span a wide range,
from −30◦ (more edge-on in MOND) to +40◦ (more face-
on in MOND). For most galaxies the inclination changes are
positive, which might be explained through bars. Note that in
some cases the differences between the MOND and the adopted
inclinations may be substantial, which means that for these
fits the method used to fit the inclination may break down
because the change in inclination is large enough to make the
rotation curve shape change as well. However, we are mainly
interested in investigating the general trends and not to get a
measurement of the inclination change in this fit. If the best-
fit MOND inclination change for a particular galaxy is large,
this likely indicates that MOND cannot be made compatible
with that rotation curve by changing the galaxy’s inclination,
because for most galaxies the uncertainty in the inclinations are
less than 10◦.

Figure 5. Histogram of inclination changes derived from fits to the rotation
curve with inclination as a free parameter.

Figure 6. Plot of the best-fit acceleration parameter a0 vs. the maximum rotation
velocity vmax. The correlation between these two parameters as reported by Lake
(1989) is not found for the sample presented here.

4.4. Fits with a0 Free

Because a0 is a universal parameter in MOND, the MOND
fits should be made with a0 fixed. However, leaving a0 free
provides both a means to measure a0 (e.g., Begeman et al. 1991;
Sanders & McGaugh 2002) and a way to test MOND. If a0 is
truly universal, it should not depend on galaxy properties. To test
this, we have made fits with a0 as a free parameter. The best-fit
a0 for each galaxy is listed in Table 2, along with an estimate
of the uncertainties, for which the same caveats as mentioned
above apply. The best fits are not shown separately in Figure 1,
because these fits are virtually indistinguishable from the fits
with d as a free parameter.

Lake (1989) reported that the acceleration parameter for his
free fits correlated with the amplitude of the rotation curve. In
Figure 6, we have plotted our best-fit a0 versus the maximum
rotation velocity vmax. We find no evidence for a correlation
between these parameters.

Interestingly, as can be seen in Figure 7, there does appear to
be a correlation between a0 and surface brightness, in the sense
that in galaxies with lower surface brightness lower values for
a0 are found. Taken at face value, the slope of the best fit to these
points is −0.32, i.e., a0 drops by a factor of 2 for each magnitude
the surface brightness gets fainter. As can be seen in the bottom
panels of Figure 7, this trend does not depend on the method with
which the distance was determined (for galaxies with different
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FIG. 1.ÈPredicted MOND temperature proÐle for the Virgo Cluster. Top left : X-ray gas density proÐle in units of the critical density, from Nulsen &
(1995 ; plus signs). The dotted line is a Hernquist model Ðt at (and used here at) kpc by Giraud (1999) ; the solid line is a b-model, Ðtted byBo" hringer r [ 200

Schindler et al. (1999) at large radii (solid line) and used here at r [ 200 kpc. Top right : Integrated mass in gas and galaxies. The mass of M87 is from Giraud
(1999) with we also add a component representing galaxies from Schindler et al. (1999). Bottom left : Newtonian and MONDian acceleration (inM/L

B
\ 8 ;

units of 10~9 cm s~2) at each radius, showing that the cluster is deep in the MOND regime for r ? 20 kpc. Also plotted are the MOND dynamical time tdynand the conduction timescale both in units of the z \ 0 Hubble time. Bottom right : Predicted temperature proÐles, starting at 1 Mpc with temperaturestcond,
between 0.1 and 10 times the (ASCA) observed temperature there. ROSAT (Nulsen & 1995, deprojected) and ASCA (Shibata et al. 2001, projected)Bo" hringer
temperature proÐles with 1p error bars are shown for comparison. The heavy solid line is the MOND ““ Jeans temperature,ÏÏ TJ 4 (km

p
/k)(a0 GM)1@2.

(16) can be used to predict T (r) given a starting TheT (r0).
lower right panel of Figure 1 shows this prediction, inte-
grating inward5 starting at Mpc, with takingr0 B 1 T (r0)
values between 1/10 and 10 times the measured ASCA tem-
perature there. If MOND were correct, one of these proÐles
should roughly match the observed temperatures, but none
of them do. Figures 2 and 3 show the same analysis for
Abell 2199 and Coma, somewhat richer and more relaxed
clusters. The results are quite similar.

We have veriÐed that the results are robust to reasonable
changes in the distances to the clusters, the mean molecular
weight, and the MOND interpolation formula used. We
have also experimented with di†erent proÐles and normal-
izations for the stellar mass distribution ; these do not sig-
niÐcantly a†ect the results unless the stellar mass is so large
(M/L ? 20) as to imply the presence of dark matter (dark
matter is discussed below). SigniÐcantly larger values of the
MOND constant cm s~1) help improve the(a0 Z 5 ] 10~8
Ðt because (as demonstrated by the agreement of eqs. [13]
and [14]) the MOND ““ Jeans temperature ÏÏ T JMOND 4

roughly agrees with observed cluster tem-(km
p
/k)(a0 GM)1@2

peratures at large radii. Increasing moves this agreementa0to intermediate radii but still cannot yield a reasonable Ðt of
the entire proÐle (and would be incompatible with the value

5 The integration can also be performed outward, matching the
observed temperature at small radii, with essentially the same results.

required by galaxy rotation curves and make Lya absorbers
even smaller).

As alluded to above, the difficulty in accounting for the
cluster data in MONDÈeven when is allowed to varyÈa0can be understood in more general terms using an inequal-
ity derived from equation (16) that applies to any range

over which the temperature is nonincreasing :[r1, r2]

ao(r2) ] a
T
(r2)

ao(r1) ] a
T
(r1)

º
CM(r2)

M(r1)
D1@2

. (17)

Convective stability requires that lest entropyo a
T

o \ 23o ao o
gradients be erased on a sound crossing time (Sarazin 1988,
p. 165), giving

M(r2)
M(r1)

¹
C5ao(r2)

3ao(r1)
D2

. (18)

In Virgo, for example, M(r) increases by a factor of B25
between 100 and 1000 kpc, where the gas is observed to be
roughly isothermal. However, then kpc) B [1.3ao(r \ 100
requires (in MOND) that kpc) B [3.9, whileao(r \ 1000

is observed. Both power-law indices and totalao B [1.5
baryonic mass are very well constrained quantities, so this is
a serious violation. Cluster gas density proÐles are generally
well Ðtted at large radii by b-models of form

o(r) \ o0
C

1 ]A r
r0

B2D3b@2
. (19)
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Figure 8. The line of sight velocity dispersion profile of the 26 dynamical models is overlaid on the observed profile, derived from sample
‘A’ (green) and sample ‘A+B’ (black). Newtonian models are colored blue, MOND models red, while isotropic models are represented with
continuous lines and anisotropic models with dashed lines. As discussed in the text, we expect reality to lie between samples A and A+B;
the closest fits are clearly the anisotropic Newtonian models.

tion (1) can be written in the form
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or, using dimensionless quantities,

1

r̃2

d
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r̃2µ
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χ

����
dW

dr̃

����
�

dW

dr̃

�
= −9ρ̃, (4)

where χ ≡ σ2
K/a0rc is a dimensionless parameter, which

is smaller for systems closer to the deep-MOND regime
(see SN10). For a given choice of (W0,χ, r̃a), Equations
3 and 4 have been integrated to obtain the 3D density
and the radial and tangential components of the velocity
dispersion. As a last step, the above profiles have been
projected on the plane of the sky to obtain the surface
mass density

Σ∗(R) = 2

� r̃t

R

ρ̃r̃dr̃√
r̃2 − R2

(5)

and the line-of-sight velocity dispersion

σ2
v(R) =

1

Σ∗(R)

� r̃t

R

ρ̃
�
2σ2

r

�
r̃2 − R2

�
+ σ2

t R2
�
dr̃

r̃
√

r̃2 − R2
. (6)

The described procedure is straightforward and pro-
duces spherically symmetric self-consistent equilibrium
models, truncated at a tidal radius r̃t. Note that spheri-
cal symmetry is justified as the evidence to the contrary
(a measurement of � = 0.19 ± 0.15 or � = 0.14 ± 0.07
by B07 — depending on the sample choice) is not very
strong. Also, the above models assume a single distri-
bution function for all stars, regardless of their masses.
This can be considered a good approximation since mass
segregation effects are expected to be negligible in NGC
2419. This can be deduced by the fact that the relax-
ation time is significantly larger than the cluster age
(trh/tage ∼3.5; Harris 1996; Maŕın-Franch et al. 2009)
and it is confirmed by the lack of radial segregation of
the BSS population (D08).

Figure 6.1: Left: Fits of the MOND acceleration parameter a0 to dwarf and low surface brightness
(LSB) galaxies. The typical value found is a0 ∼ 10−10m s−2. Middle: derived MOND temperature
profiles for X-ray emitting gas in the Virgo cluster (lines) as compared to data (points). Right: The
measured and predicted velocity dispersion profile for the globular cluster NGC2419 using Newtonian
gravity (blue lines) and MOND (red lines). At a distance of d ∼ 100 kpc, 5 arcmin corresponds to
∼ 140 pc. The black and green data points show different velocity outlier cuts. The left panel shows
results for isotropic models (where the dispersion is the same in all directions). The right panel shows
results for a class of anisotropic models where orbits become increasingly radially anisotropic towards
the edge of the cluster.
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Fig. 1.—Left panel: Color image from the Magellan images of the merging cluster 1E 0657!558, with the white bar indicating 200 kpc at the distance of the
cluster. Right panel: 500 ks Chandra image of the cluster. Shown in green contours in both panels are the weak-lensing k reconstructions, with the outer contour
levels at k p 0.16 and increasing in steps of 0.07. The white contours show the errors on the positions of the k peaks and correspond to 68.3%, 95.5%, and
99.7% confidence levels. The blue plus signs show the locations of the centers used to measure the masses of the plasma clouds in Table 2.

TABLE 2
Component Masses

Component
R.A.
(J2000)

Decl.
(J2000)

MX
(1012 M,)

M∗
(1012 M,) k̄

Main cluster BCG . . . . . . . . 06 58 35.3 !55 56 56.3 5.5 ! 0.6 0.54 ! 0.08 0.36 ! 0.06
Main cluster plasma . . . . . . 06 58 30.2 !55 56 35.9 6.6 ! 0.7 0.23 ! 0.02 0.05 ! 0.06
Subcluster BCG . . . . . . . . . . 06 58 16.0 !55 56 35.1 2.7 ! 0.3 0.58 ! 0.09 0.20 ! 0.05
Subcluster plasma . . . . . . . . 06 58 21.2 !55 56 30.0 5.8 ! 0.6 0.12 ! 0.01 0.02 ! 0.06

Notes.—Units of right ascension are hours, minutes, and seconds, and units of declination are degrees,
arcminutes, and arcseconds. All values are calculated by averaging over an aperture of 100 kpc radius
around the given position (marked with blue plus signs for the centers of the plasma clouds in Fig. 1);
measurements for the plasma clouds are the residuals left over after the subtraction of the circularlyk̄

symmetric profiles centered on the BCGs.

Both peaks are offset from their respective BCGs by ∼2 j but are
within 1 j of the luminosity centroid of the respective component’s
galaxies (both BCGs are slightly offset from the center of galaxy
concentrations). Both peaks are also offset at ∼8 j from the center
of mass of their respective plasma clouds. They are skewed toward
the plasma clouds, and this is expected because the plasma con-
tributes about one-tenth of the total cluster mass (Allen et al. 2002;
Vikhlinin et al. 2006) and a higher fraction in nonstandard gravity
models without dark matter. The skew in each k peak toward the
X-ray plasma is significant even after correcting for the overlap-
ping wings of the other peak, and the degree of skewness is
consistent with the X-ray plasma contributing of the ob-"9%14%!8%
served k in the main cluster and in the subcluster (see"12%10%!10%
Table 2). Because of the large size of the reconstruction (34! or
9Mpc on a side), the change in k due to themass-sheet degeneracy
should be less than 1%, and any systematic effects on the centroid
and skewness of the peaks are much smaller than the measured
error bars.
The projected cluster galaxy stellar mass and plasma mass

within 100 kpc apertures centered on the BCGs and X-ray
plasma peaks are shown in Table 2. This aperture size was
chosen because smaller apertures had significantly higher k
measurement errors and because larger apertures resulted in a
significant overlap of the apertures. Plasma masses were com-
puted from a multicomponent three-dimensional cluster model
fit to the Chandra X-ray image (details of this fit will be given
elsewhere). The emission in the Chandra energy band (mostly
optically thin thermal bremsstrahlung) is proportional to the
square of the plasma density, with a small correction for the

plasma temperature (also measured from the X-ray spectra),
which gives the plasma mass. Because of the simplicity of this
cluster’s geometry, especially at the location of the subcluster,
this mass estimate is quite robust (to a 10% accuracy).
Stellar masses are calculated from the I-band luminosity of

all galaxies equal in brightness or fainter than the component
BCG. The luminosities were converted into mass by assuming
(Kauffmann et al. 2003) . The assumed mass-to-lightM/L p 2I
ratio is highly uncertain (and can vary between 0.5 and 3) and
depends on the history of the recent star formation of the gal-
axies in the apertures; however, even in the case of an extreme
deviation, the X-ray plasma is still the dominant baryonic com-
ponent in all of the apertures. The quoted errors are only the
errors on measuring the luminosity and do not include the
uncertainty in the assumed mass-to-light ratio. Because we did
not apply a color selection to the galaxies, these measurements
are an upper limit on the stellar mass since they include con-
tributions from galaxies not affiliated with the cluster.
The mean k at each BCG was calculated by fitting a two-

peak model, each peak circularly symmetric, to the reconstruc-
tion and subtracting the contribution of the other peak at that
distance. The mean k for each plasma cloud is the excess k
after subtracting off the values for both peaks.
The total of the two visible mass components of the sub-

cluster is greater by a factor of 2 at the plasma peak than at
the BCG; however, the center of the lensing mass is located
near the BCG. The difference in the baryonic mass between
these two positions would be even greater if we excluded the
contribution of the nonpeaked plasma component between the

200kpc

Figure 6.2: The ‘bullet’ cluster: a merging pair of galaxy clusters. Shown in green are isodensity
contours derived from a weak gravitational lensing mass map of the cluster. The two peaks are
centred on the observed distribution of galaxies in the two clusters (not shown). However, most of the
baryonic mass is actually in the X-ray emitting gas, shown in the white through blue shaded contours.
This hydrogen plasma, being collisional, has been stripped away from the galaxy cluster centres by
the collision. The image is strong evidence that dark matter moves like the galaxies and not like their
gas: dark matter is a collisionless fluid.
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6.3.3 Rotation curves in MOND

The MOND theory is designed to match observed data from rotation curves (Milgrom 1983). Although
hard to solve in general, in spherical symmetry, the MOND-Poisson equation can be solved analytically.
To prove this, consider the substitution f∇Φ = ∇ΦN +∇× h, where h is some vector field and ΦN
is a Newtonian potential that satisfies the usual Poisson equation. Let us substitute this into the
MOND-Poisson equation:

∇ · (f∇Φ) = ∇ · ∇ΦN +∇ · ∇ × h (6.26)

In spherical symmetry, h ∝ r̂ and therefore ∇ · ∇ × h = 0. Thus:

f∇Φ = ∇ΦN (6.27)

The above means that in spherical symmetry the MOND force must point in the same direction as
the Newtonian force. Thus, we may write:

Figure 6.3: The visible matter in TeVeS/MOND
can be peaked where the gravitational potential
is not. This plot shows a toy model system that
has a smooth ∼ double peaked potential shown
by the thin red contours (bottom half), but a
triple peaked baryonic distribution (derived from
the MOND-Poisson equation assuming the classi-
cal limit; thick black lines and red shaded regions,
top half). The thick black lines and blue contours
in the bottom half show the lensing map for this
system that is also double peaked. The thin black
lines in the top half show the Newtonian baryonic
distribution for this potential (derived from the
normal Poisson equation) that is double peaked.

g = gN
g

gN
(6.28)

where g = ∇Φ, g = |g|, and similar.
Taking the modulus of both sides of equation

6.27 and substituting for f(g/a0), we obtain the
following quadratic equation:

g4 − g2g2
N − g2

Na
2
0 = 0 (6.29)

which solving (taking the physical positive root)
gives:

g = gN

[
1 +

√
1 + 4a2

0/g
2
N

]1/2
√

2
(6.30)

Thus, in spherical symmetry, MOND becomes
straightforward to solve. We may solve the usual
Poisson equation to obtain gN from some mass
distribution ρ. Equation 6.30 then tells us how
this force is modified in MOND.

Let us consider some interesting limits from
equation 6.30. First, for large accelerations, gN �
a0, we have that g → gN and we return to nor-
mal Newtonian mechanics. MOND effects appear
only at low acceleration. Secondly, for gN � a0,
we have that g → gN

√
a0/gN . Let us consider

what effect this has on rotation curves in galaxies.
For spherical symmetry, the gravitational force is
balanced by the centripetal force:

m
v2
c

r
= mg (6.31)

At small radii, the rotation curve will agree with the Newtonian case because the accelerations are
large. At large radii, where the accelerations drop to zero, we have g ' mgN

√
a0/gN and substituting

gN = GM(r)/r2, we derive:

v2
c =

√
GM(r)a0 (6.32)

Thus, at large radii, where the mass becomes constant, the rotation curve will become constant and
flat. Indeed, MOND is specifically designed to achieve this.
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In the deep-MOND regime, MOND has just one free parameter in this weak field limit: a0. Figure
6.1 (left) shows some recent fits of a0 to dwarf and low surface brightness (LSB) galaxy rotation curves
(Swaters et al. 2010). The typical value found is a0 ∼ 10−10m s−2. However, already the results are
not encouraging because there is a wide scatter in a0 and possibly even a correlation with vmax as was
reported in earlier work by Lake 1989 (note that this Figure has a logarithmic scale for the y-axis).
The sympathetic MONDite would argue, however, that systematics in the observations and modelling
of rotation curves could plausibly explain this scatter. Things get worse, however, when we move away
from the disc galaxies which MOND was designed to fit. On galaxy cluster scales Aguirre et al. 2001
show that the observed temperature profiles of X-ray gas disagree with expectations from MOND
(see Figure 6.1, middle). Sanders 2003 propose adding ‘dark matter’ to solve this problem, but then
if we must have dark matter and alternative gravity, the motivation for modifying gravity appears
somewhat diminished. Angus et al. 2007 argue that this dark matter could be familiar massive
neutrinos. But this idea has now been ruled out Natarajan and Zhao 2008. On small scales, MOND
fares poorly also. Globular clusters (GCs) are massive star clusters that orbit within the Milky Way.
These are not thought to contain dark matter, but some are still in the deep MOND regime with low
accelerations. Thus, they make for an interesting test of MOND because MOND demands that we
see ‘dark matter’ like effects in the outskirts of these clusters. Ibata et al. 2011 have recently used
this idea for the GC NGC2419 that lies ∼ 100 kpc from the Milky Way. This cluster is particularly
special because it is massive (Mcl ∼ 106 M�), distant (d ∼ 100 kpc) and unusually large (rh ∼ 20 pc)
for a GC. At d ∼ 100 kpc from the Milky Way, the acceleration due to our Galaxy is agal ∼ GMgal/d

2,
which for Mgal ∼ 1012 M� gives agal ∼ 10−11m s−2 – an order of magnitude smaller than the MOND
scale a0. Thus, we may safely ignore the Galactic contribution to the potential (that would otherwise
complicate the analysis). Furthermore, for stars at the half light radius within the cluster (rh), the
acceleration scale is a1/2 ∼ GMcl/r

2
h ∼ 3× 10−10m s−2. Thus stars at the outskirts of the cluster will

be in the deep-MOND regime. Figure 6.1 (right) shows some mass models for NGC2419 assuming
Newtonian gravity (blue) and MONDian gravity (red). Again, MOND fares poorly here struggling to
reproduce the observed kinematics. By contrast Newtonian gravity gives an excellent fit.

Unfortunately, MOND appears to only succeed in the disc galaxies for which it was designed to
succeed. The mark of a good theory is that it performs well beyond the regime in which it was
proposed. MOND does not appear to pass this test. This does not mean, however, that all alternative
gravity theories are ruled out. But we must now look to alternative alternative gravity theories.

6.4 A generalised weak-field alternative gravity theory

Given the enormous possibility for creating new gravity theories, ruling out one at a time seems
like a never-ending task. More satisfying would be to be able to rule out broad classes of theory
simultaneously. Or better still, to rule out all such theories once and for all. There is a neat route to
achieving this in the weak field non-relativistic limit.

MOND in the weak field is simply a modified Poisson equation. In fact, this must be true for any
scalar gravity theory, since the force must be the gradient of some potential Φ. In general, then, we
may write:

O · ∇Φ = ρ (6.33)

where O is some operator. In Newtonian mechanics, we have O = ∇
4πG , in MOND O = ∇f

4πG . To give
another example, Moffat 2006 propose a modified gravity theory (MOG) where Newton’s gravitational
constant G becomes a function of space and time. In this case, in the weak field, we have O = ∇

4πG(r,t) .

Common to all such modified gravity theories is that the mapping between Φ and ρ – however
complex – must be symmetry preserving. A spherical distribution of mass must have a spherical
potential (indeed, we saw this already for MOND). Similarly, a flattened mass distribution like our
own Milky Way disc Galaxy must then have a flattened gravitational potential. In relatively recent
work, we tried to use such arguments to rule out MOND (Read and Moore 2005), and you will explore
this further on the problem sheet. In fact, such arguments are completely general and test any weak-
field modified gravity that purports to explain all of the missing matter phenomenon. The slight snag,
as you will see, is that non-linear Poisson equations often behave in entirely counter-intuitive ways ...
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6.5 Lensing and cosmology constraints on alternative gravity

So far we have discussed only classical dynamics constraints on alternative gravity. There is a good
reason for this. Moving away from the non-relativistic weak field limit, we must specify a full general
relativistic alternative gravity theory like TeVeS, and we must be able to make detailed calculations
of distances and bending angles in this theory. Such a calculation has been done for gravitational
lensing in TeVeS, assuming a simple lens geometry (Zhao et al. 2006). They find that many lenses
can be reasonably fit by the theory, but there are some significant outliers that hint at problems with
the theory similar to those we have already discussed above.

Perhaps the most famous non-classical test of alternative gravity models is the ‘bullet’ cluster –
a merging pair of galaxy clusters (Clowe et al. 2006). The key result is shown in Figure 6.2. Shown
in green are isodensity contours derived from a weak gravitational lensing mass map of the cluster.
The two peaks are centred on the observed distribution of galaxies in the two clusters (not shown).
However, most of the baryonic mass is actually in the X-ray emitting gas, shown in the white through
blue shaded contours. This hydrogen plasma, being collisional, has been stripped away from the galaxy
cluster centres by the collision. If dark matter is really just alternative gravity, we might expect the
gravitational field to be peaked where the visible matter is peaked – i.e. on top of the observed X-ray
gas peaks. However, the potential appears to peak instead where the galaxies are. This suggests
that whatever dark matter is, it moves like the galaxies do as a collisionless fluid3 and not as the
gas does which is a collisional fluid. Most astronomers take this as strong evidence that dark matter
cannot be explained by alternative gravity theories. Indeed, as we shall see in later lectures, assuming
that dark matter is indeed to a good approximation a collisionless fluid, we can calculate its expected
distribution in the Universe. This matches very well observations over a very large range of scales
from the cosmic microwave background radiation to galaxy clustering in the nearby Universe.

The problem with the ‘bullet’, however, is that it relies on the weak lensing mass map which
is derived using standard general relativity. There remains a niggling doubt, then, that in some
alternative gravity theory things might look different. In particular, our neat symmetry arguments
in §6.4 no longer apply since the distribution of galaxies and X-ray gas in the bullet is clearly very
complex. Worse still, this makes mass modelling in alternative gravity theories very difficult. The
simple lens models presented in Zhao et al. 2006 for TeVeS, for example, will no longer be adequate.
Furthermore, our work then becomes seemingly never-ending since each new alternative gravity theory
will have to be tested in detail against the bullet and other similar systems.

The complexity of modelling the bullet in new gravity theories has meant that to date only idealised
toy models have been attempted. Angus et al. 2006 demonstrate that in MOND it is possible to have
the peak in the baryonic mass offset from the peak in the gravitational potential (see Figure 6.3).
The simplest way to demonstrate this is to specify a smooth potential Φ and then derive the baryonic
distribution associated with this using the MONDian Poisson equation (6.24). This is straightforward
since ρ follows from Φ by simple differentiation. It is going the other way round and modelling the
relativistic theory correctly (required to actually fit the bullet cluster) that is difficult. Consider the
following MOND toy potential:

Φtc(x, y, z) = [k1 + (1− k1 − k2)H(x)] Φ(r1) + [k2 + (1− k1 − k2)H(−x)] Φ(r2) (6.34)

where H(x) is the Heaviside step function:

H(x) =

{
0 x < 0
1 x ≥ 0

(6.35)

and Φ(r1), Φ(r2) are spherical potentials centred on r1 and r2, respectively. The Heaviside functions
create a thin disc at z = 0; the other potentials peak at r1 and r2.

Figure 6.3 shows the density distribution derived from the above potential assuming k1 = k2 = 0.2
in MOND (i.e. using equation 6.24). The potential for this choice of parameters is smooth and ∼
double peaked (shown by the thin red contours; bottom half), but the baryonic distribution is triple
peaked (thick black lines and red shaded regions; top half). The thick black lines and blue contours in
the bottom half show the lensing map for this system that is also double peaked. The thin black lines

3Recall the definition of a collisionless fluid was given in §1.
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in the top half show the Newtonian baryonic distribution for this potential (derived from the normal
Poisson equation) that is double peaked.

Although MOND/TeVeS has many problems on all scales from GCs to clusters (see Figure 6.1),
the above argument due to Angus et al. 2006 is a proof of concept that seeing offsets between light and
gravity does not necessarily rule out alternative gravity theories. Similarly counter-intuitive results
were found by Brownstein and Moffat 2007 for the MOG theory. There, the gravitational constant G
is a function of space and time. Allowing the ‘MOG centre’ where G = GN (the Newtonian value) to
vary, they could also reproduce something like the bullet cluster results.

6.6 Some final musings

Alternative gravity as an explanation for dark matter is embattled, but hard to definitively rule out.
The main alternate theory for the past two decades has been Milgrom/Bekenstein’s MOND/TeVeS.
This is now disfavoured by kinematic observations of Globular Clusters, spiral galaxies and galaxy
clusters. But other theories are arriving to fill the void, like Moffat’s MOG theory. Seemingly clean
tests for alternative gravity like the ‘bullet’ cluster are often less constraining than they first appear
because non-linearities in alternative gravity theories can lead to counter-intuitive results (like the
peak of the baryonic matter distribution being off-set from the peak of the gravitational potential).
The bullet cluster is, however, beautifully explained by a collisionless fluid dark matter. This not only
fits its instantaneous gravitational potential, but helps us understand how it came to look the way it
does. A collisionless fluid moves like the galaxies and so the current observed lensing map is expected
as a result of a cluster-cluster gas rich merger. Furthermore, as a result of ever-improving data,
alternative gravity theories now require more and more degrees of freedom to match the observations.
MOND has just one parameter in the weak field which makes it possible to rule out the theory. MOG
appears more successful at fitting the observations, but has many more degrees of freedom in how G
varies. In principle, there is nothing to stop us from simply building ever more complex alternative
gravity theories with more and more free parameters until all observations are explained. Such a
theory should be viewed with caution, however, because of its lack of predictive power. As we will
see in the following lectures, assuming that dark matter is a collisionless fluid, we can make detailed
predictions for its distribution in the Universe that really do match observations remarkably well.

Ultimately, it would be good to have a clean test that rules out alternative gravity once and for
all. Such a test is possible in the weak field based purely on symmetry arguments, but a super-clean
observational system in which to present such a test has not yet been found. Happily, there is a
key test of alternative gravity that we have not yet discussed: the Cosmic Microwave Background
radiation (Skordis et al. 2006; Dodelson 2011). As we shall see, this is probably the most challenging
test for alternative gravity theories found to date, but it requires us to first understand the standard
cosmological model. We discuss this, next.
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Lecture 7

Cosmological probes of dark matter
I: The homogeneous Universe

In this lecture, we lay the groundwork for studying cosmological probes of dark matter: the cosmic
microwave background radiation, big bang nucleosynthesis and large scale structure. We argue that
the Universe on large scales is isotropic and homogeneous, and we present and study the Friedmann
equations that describe a such a Universe.

7.1 The homogeneous Universe

Building a cosmological model means finding a solution to Einstein’s field equations that gives a good
description of the distribution of matter and energy in the Universe both now and backwards in time.
Fitting this model to a broad range of observables gives us information about the composition of the
Universe, and hence about dark matter. If we knew nothing about the observed distribution, we
might start with the simplest assumption (rather like we did when guessing the form of Einstein’s
field equations in §3): a homogeneous and isotropic Universe. In fact, this assumption agrees very
well with the data as we shall see. For now, we can satisfy ourselves that the Universe is certainly
quite close to homogeneous today on large scales, as can be seen from galaxy surveys like the Sloan
Digital Sky Survey (SDSS; Figure 7.1; Yadav et al. 2005).

A more theoretical argument for homogeneity comes from the observed local expansion. Lemaitre
(1927) and later Hubble (1929) found that nearby galaxies are all receding from us with a velocity
proportional to distance (Hubble 1929; Nussbaumer and Bieri 2011; and Figure 7.2). The Copernican
Principle states that there is nothing special about our place in the Universe. We may then reasonably

Testing homogeneity in SDSS-DR1 3

Figure 1. This shows the two dimensional galaxy distribution in in the NGP and SGP subsamples that have been analysed here.

There are various other probes which test the cosmological principle. The fact that the Cosmic Microwave Background

Radiation (CMBR) is nearly isotropic (∆T/T ∼ 10−5) can be used to infer that our space-time is locally very well described

by the Friedmann-Robertson-Walker metric (Ehlers, Green & Sachs 1968). Further, the CMBR anisotropy at large angular

scales (∼ 10o) constrains the rms density fluctuations to δρ/ρ ∼ 10−4 on length-scales of 1000 h−1Mpc (e.g. Wu, Lahav & Rees

1999). The analysis of deep radio surveys (e.g. FIRST, Baleises et al. 1998) suggests the distribution to be nearly isotropic

on large scales. By comparing the predicted multipoles of the X-ray Background to those observed by HEAO1 (Scharf et al.

2000) the fluctuations in amplitude are found to be consistent with the homogeneous universe (Lahav 2002). The absence of

big voids in the distribution of Lyman-α absorbers is inconsistent with a fractal model (Nusser & Lahav 2000).

A brief outline of the paper follows. In Section 2 we describe the data and the method of analysis, and Section 3 contains

results and conclusions.

2 DATA AND METHOD OF ANALYSIS

2.1 SDSS and the N-body data

SDSS is the largest redshift survey at present and our analysis is based on the publicly available SDSS-DR1 data (Abazajian

et al. 2003). Our analysis is limited to the two equatorial strips which are centred along the celestial equator (δ = 0◦), one

in the Northern Galactic Cap (NGP) spanning 91◦ in r.a. and the other Southern Galactic Cap (SGP) spanning 65◦ in r.a.,

their thickness varying within | δ |≤ 2.5◦ in dec. We constructed volume limited subsamples extending from z = 0.08 to 0.2

in redshift (i.e. 235 h−1Mpc to 571 h−1Mpc comoving in the radial direction) by restricting the absolute magnitude range

to −22.6 ≤ Mr ≤ −21.6. The resulting subsamples are two thin wedges of varying thickness aligned with the equatorial

plane. Our analysis is restricted to slices of uniform thickness ±4.1 h−1Mpc along the equatorial plane extracted out of the

wedge shaped regions. These slices are nearly 2D with the radial extent and the extent along r.a. being much larger than

the thickness. We have projected the galaxy distribution on the equatorial plane and analysed the resulting 2D distribution

(Figure 1). The SDSS-DR1 subsamples that we analyse here contains a total of 3032 galaxies and the subsamples are exactly

same as those analysed in Pandey & Bharadwaj (2004). We have used a Particle-Mesh (PM) N-body code to simulate the dark

matter distribution at the mean redshift z = 0.14 of our subsample. A comoving volume of [645h−1Mpc]3 is simulated using

2563 particles on a 5123 mesh with grid spacing 1.26h−1Mpc. The set of values (Ωm0, ΩΛ0, h) = (0.3, 0.7, 0.7) were used for

the cosmological parameters, and we used a ΛCDM power spectrum characterised by a spectral index ns = 1 at large-scales

and with a value Γ = 0.2 for the shape parameter.The power spectrum was normalised to σ8 = 0.84 (WMAP, Spergel et al.

2003) . Theoretical considerations and simulations suggest that galaxies may be biased tracer of the underlying dark matter

distribution (e.g., Kaiser 1984; Mo & White 1996; Dekel & Lahav 1999; Taruya & Suto 2001 and Yoshikawa et al. 2001).

A “sharp cutoff” biasing scheme (Cole et al. 1998) was used to generate particle distributions. This is a local biasing scheme

where the probability of a particle being selected as a galaxy is a function of local density only. In this scheme the final

dark-matter distribution generated by the N-body simulation was first smoothed with a Gaussian of width 5h−1Mpc. Only

the particles which lie in regions where the density contrast exceeds a critical value were selected as galaxy. The values of the

critical density contrast were chosen so as to produce particle distributions with a low bias b = 1.2 and a high bias b = 1.6.

An observer is placed at a suitable location inside the N-body simulation cube and we use the peculiar velocities to determine

the particle positions in redshift space. Exactly the same number of particles distributed over the same volume as the actual

data was extracted from the simulations to produce simulated NGP and SGP slices. The simulated slices were analysed in

exactly the same way as the actual data.

Figure 7.1: The Universe today on large scales is observed to be very homogeneous. This image shows
the distribution of galaxies in the SDSS galaxy survey towards the North Galactic Pole (left) and the
South Galactic Pole (right). The distribution becomes statistically homogeneous on scales larger than
∼ 70 Mpc.
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corrected for solar motion. The result, 745 km./sec. for a distance of
1.4 X 106 parsecs, falls between the two previous solutions and indicates
a value for K of 530 as against the proposed value, 500 km./sec.

Secondly, the scatter of the individual nebulae can be examined by
assuming the relation between distances and velocities as previously
determined. Distances can then be calculated from the velocities cor-
rected for solar motion, and absolute magnitudes can be derived from the
apparent magnitudes. The results are given in table 2 and may be
compared with the distribution of absolute magnitudes among the nebulae
in table 1, whose distances are derived from other criteria. N. G. C. 404

o~~~~~~~~~~~~~~~~
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FIGURE 1
Velocity-Distance Relation among Extra-Galactic Nebulae.

Radial velocities, corrected for solar motion, are plotted against
distances estimated from involved stars and mean luminosities of
nebulae in a cluster. The black discs and full line represent the
solution for solar motion using the nebulae individually; the circles
and broken line represent the solution combining the nebulae into
groups; the cross represents the mean velocity corresponding to
the mean distance of 22 nebulae whose distances could not be esti-
mated individually.

can be excluded, since the observed velocity is so small that the peculiar
motion must be large in comparison with the distance effect. The object
is not necessarily an exception, however, since a distance can be assigned
for which the peculiar motion and the absolute magnitude are both within
the range previously determined. The two mean magnitudes, - 15.3
and - 15.5, the ranges, 4.9 and 5.0 mag., and the frequency distributions
are closely similar for these two entirely independent sets of data; and
even the slight difference in mean magnitudes can be attributed to the
selected, very bright, nebulae in the Virgo Cluster. This entirely unforced
agreement supports the validity of the velocity-distance relation in a very

PRoc. N. A. S.172

Figure 7.2: Hubble’s original data showing that the Universe is expanding with velocity proportional
to distance.

assume that all observers must see the Universe expanding away from them, which implies that the
Universe is isotropic. But, if the Universe is isotropic then it must be homogeneous. The proof is
geometrical and given in Figure 7.3 (argument taken from Peacock 1999). The converse is, however,
not true. A homogeneous Universe can be anisotropic (can you think of an example?).

Note that we could have realised much sooner than either Hubble or Friedmann the Universe is
expanding due to a paradox commonly attributed to the German amateur astronomer Olbers in 1823,
but in fact dating back much earlier than him to Thomas Digges in the late 1500’s (Harrison 1989).
The paradox is as follows: if the Universe were static and infinite then we would see a star along ever
single light line in the night sky. Thus the photons arriving from each of these stars would light up
the night sky until it were as bright as the Sun. Edgar Allen Poe put it very well in a poem, Eureka
(1848) in which he wrote:

“Were the succession of stars endless, then the background of the sky would present us a
uniform luminosity, like that displayed by the Galaxy – since there could be absolutely no
point, in all that background, at which would not exist a star. The only mode, therefore,
in which, under such a state of affairs, we could comprehend the voids which our tele-
scopes find in innumerable directions, would be by supposing the distance of the invisible
background so immense that no ray from it has yet been able to reach us at all.”

The fact that the sky at night is dark is indeed a compelling mystery! It can be understood,
however, if the Universe is expanding. In this case, the light from distant stars are redshifted (more so
with increasing distance). Infinitely distant stars will be redshifted infinitely until they can no longer
be seen.

7.2 The FLRW metric

In §3, we wrote down the metric that describes an isotropic and homogeneous Universe, the FLRW
metric:
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A

B

C
D

E

Figure 7.3: A geometric proof that an isotropic Universe is homogeneous. The converse is not neces-
sarily true. Isotropy about point B tells us that the density at C, D and E is the same. By expanding
spheres of different radii around point A, we see that the overlapping purple shaded area must be
homogeneous. For large enough shells, we may extend this argument to the whole Universe.

c2dτ2 = c2dt2 −R2(t)

(
dr2

1− kr2
+ r2(dθ2 + sin2 θdφ2)

)
(7.1)

where R(t) is called the scale factor; k = [−1, 0, 1] is a parameter that measures the fundamental
curvature of the spacetime; and r is a time independent co-moving coordinate. We can see that
k describes curvature by considering k = 0. In this case, the FLRW metric looks very similar to
Minkowski space, just with an expansion factor R(t). Thus, k = 0 is often called ‘flat space’, even
though it still has some spacetime curvature. k = ±1 are called closed and open Universes respectively,
which will describe in more detail shortly.

Since distant galaxies are observed to all be moving away from us with ever greater speeds, we
will mostly be dealing with pure radial motion in the FLRW metric. For this reason, it is useful to
transform to a different coordinate system that eliminates the 1− kr2 term in the denominator of the
radial part. Consider the function:

Sk(r′) =





sin r′ k = +1
sinh r′ k = −1
r′ k = 0

(7.2)

Now, we have that (taking k = 1 as an example):

dr2

1− kr2
→ dS2

k

1− kS2
k

=
cos2 r′dr′2

1− sin2 r′
= dr′2 (7.3)

and similarly for k = −1 and k = 0. Thus, the metric becomes:

c2dτ2 = c2dt2 −R2(t)
(
dr′2 + Sk(r′)2dψ2

)
(7.4)

where dψ2 = (dθ2 + sin2 θdφ2). We will use the above metric with the notation r = r′ from here on.
Since the Universe is observed to be homogeneous, and the Copernican Principle suggests that

it must be isotropic, the FLRW metric, and perturbations around it, form the basis of our current
cosmological model. Straight away this makes an important prediction. The scale factor R(t) acts
to cause either an expansion or contraction of the length scales in the metric as a function of time:
the FLRW metric describes either expanding or collapsing Universes. Initially this worried Einstein
who introduced the cosmological constant to try to counter-act the expansion term. But this static
solution is unstable and Einstein later called it his greatest blunder (c.f §3). Now we can think of
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this instead as a beautiful prediction of general relativity and Einstein’s field equations: an isotropic,
homogeneous Universe must either expand or contract.

7.3 Dynamics of the expansion

In this section, we study dynamics in the FLRW metric. This means substituting the metric into
Einstein’s field equations to obtain the equations of motion (c.f. §3 and §4). We leave this as an
exercise for the reader and quote the result: Friedmann’s equation:

Ṙ2 − 8πG

3
ρR2 = −kc2 (7.5)

where k is the curvature as previously, c is the speed of light in a vacuum (as previously), and ρ is
the density of matter and energy in the Universe. Note that this density contains all contributions
including radiation and potentially the vacuum itself.

Note that we can ‘derive’ the above using a semi-Newtonian analogy where we demand simply
conservation of energy:

1

2
(Ṙ)2 − GM

R
= const. (7.6)

which, substituting M = 4
3πR

3ρ (valid because the FLRW Universe is homogeneous), gives Fried-
mann’s equation (7.5).

The above may be a useful way to remember the equation, but the ‘derivation’ is dodgy in many
ways and we favour here instead proper substitution of the FLRW metric into the field equations to
derive the dynamics. It does give one useful insight, however. We can think of flat Universes (k = 0) as
being just bound; open Universes (k = −1) are unbound and will expand forever; and closed Universes
(k = +1) are over-bound and will eventually collapse.

The Friedmann equation tells us that there is an intimate link between the geometry of the Universe
and its density. A flat Universe (k = 0) will follow by construction if the density has a critical value
(the critical density):

ρc =
3H2

8πG
(7.7)

where H = Ṙ/R is called the Hubble parameter. It is useful then to define densities relative to ρc
which defines the density parameter: Ω = ρ/ρc. Note that H and therefore ρc change with time.
Thus, Ω will also be time dependent. Its value at the present epoch is often denoted Ω0. But it is so
commonly used that the 0 is often dropped. To avoid confusion, we will refer to Ω at earlier times as
Ω(t), explicitly expressing the time dependence.

As we stated previously, the density of the Universe will comprise matter, radiation, and vacuum
contributions each of which have different equations of state. Thus, we may divide up Ω(t) into these
separate contributions that all evolve with time:

Ω(t) = ΩΛ(t) + Ωm(t) + Ωr(t) (7.8)

However, we can expect each of these contributions to evolve differently with time according to their
respective equations of state. The matter term should evolve as ρ ∝ R−3, the radiation term1 as
ρ ∝ R−4 and the vacuum term as ρ ∝ const.2. Thus, we may write:

8πGρ

3
= H2Ω(t) = H2

0

(
ΩΛ + Ωma

−3 + Ωra
−4
)

(7.9)

where a(t) is the dimensionless scale factor: a(t) = R(t)/R0; H0 = Ṙ0/R0; R0 defines the scale at the
present epoch; and Ωm is a constant defined also at the present epoch (and similarly for the other
contributions to Ω).

Thus, we may now rewrite the Friedmann equation as:

1We can treat the radiation as a relativistic gas.
2This follows because the vacuum is described by Einstein’s cosmological constant (c.f. §3).
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H2 = H2
0

[
ΩΛ + Ωma

−3 + Ωra
−4
]
− c2kR−2 (7.10)

and using H2
0 (1− Ω0) = −c2kR−2

0 , we derive:

H2 =

(
ȧ

a

)2

= H2
0

[
ΩΛ + Ωma

−3 + Ωra
−4 − (Ω0 − 1)a−2

]
(7.11)

where Ω0 = ΩΛ + Ωm + Ωr. Note that the Hubble constant at the present epoch (H0) is often written
in dimensionless form as:

h =
H0

100km s−1Mpc−1
(7.12)

Equation 7.11 is the key equation in cosmology because it tells us how the scale factor a(t) will evolve
with time depending on the composition of the Universe. The first thing this gives us is the age of the
Universe. Notice from the definition of the scale factor that a = 1 at the present time, while a = 0 at
the ‘beginning’ when the Universe had zero size (presumably things break down at this point, but we
should be OK until very close to that moment). Thus, we can simply use equation 7.11 to calculate
the age of the Universe for a given set of cosmological parameters:

tuniv =

∫ 1

0

dt

da
da =

∫ 1

0

1

ȧ
da (7.13)

Secondly, notice that the age and the expansion rate depend on the composition of the Universe. Thus,
by measuring the expansion rate backwards in time, and fitting the above formula we can actually
measure the equation of state of the Universe. This is how cosmology will become a probe of dark
matter. The Friedmann equation must in general be solved numerically, but there are a few analytic
limits that are worth considering. We discuss these, next.

7.3.1 Interesting limits

Let us consider first some limiting cases of equation 7.11. First notice that if ȧ = 0 then we have a
turning point: the Universe will stop expanding, turn around and re-collapse. This can only occur if:

ΩΛ + Ωma
−3 + Ωra

−4 = (Ω0 − 1)a−2 (7.14)

Since a and all of the Ω’s are positive, this is only possible if Ω0 − 1 is positive. Thus the Universe
can re-collapse if Ω0 > 1 (i.e. k = +1). This is called a closed Universe. If Ω0 < 1 (k = −1) then we
have an open Universe that will expand forever.

Another important limit occurs at early times (a→ 0). In these first moments, only the radiation
term is important. Later, the matter term dominates, then the curvature. Finally at late times a > 1,
the vacuum energy term (if ΩΛ is sufficiently large) will dominate over all of the other terms.

7.3.2 A matter dominated Universe

We can now solve the Friedmann equation under different assumptions about the equation of state
to derive the evolution of the scale factor a(t). Let us consider first a matter dominated flat Universe
with Ωr = ΩΛ = k = 0. In this case, equation 7.11 becomes:

(
ȧ

a

)2

= H2
0 Ωma

−3 (7.15)

which rearranging gives:

∫
daa

1
2 =

∫
H0

√
Ωmdt (7.16)

and thus, a ∝ t2/3.
For non-flat Universes, things are a little more tricky but still analytic. Now we have:
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(
ȧ

a

)2

= H2
0

[
Ωma

−3 − (Ω0 − 1)a−2
]

(7.17)

At early times, the curvature is not important and we have a ∝ t2/3 as above. At late times it depends
on whether the Universe is open or closed.

For a closed Universe, we may write κ = Ω0 − 1 > 0 and the solution is then the cycloid solution:

a = a∗(1− cosα) ; t = t∗(α− sinα) (7.18)

which we can verify is a solution to equation 7.17 by substitution:

ȧ =
da

dα

(
dt

dα

)−1

=
a∗ sinα

t∗(1− cosα)
(7.19)

Taking the square, using the trigonometric identity sin2 α = (1− cos2 α) = (1− cosα)(1 + cosα), and
substituting for cosα = 1− a/a∗ gives:

ȧ2 =
a2
∗
t2∗

[
2
a∗
a
− 1
]

(7.20)

which is the matter dominated Friedmann equation if 2a3
∗/t

2
∗ = H2

0 Ωm and a2
∗/t

2
∗ = H2

0κ. This latter
is why the cycloid solution is only valid for κ > 0. Thus: a∗ = Ωm/(2κ); t∗ = Ωm/(2H0κ

3/2).
The above is called the cycloid solution because it describes the motion of a point on the surface

of a circle as it rolls along. It is plotted in Figure 7.4 (black line).
For an open Universe, we may similarly write down a parametric solution. Now κ < 0 and we

have:

a = a∗(coshα− 1) ; t = t∗(sinhα− α) (7.21)

and substituting similarly to the above, we derive a∗ = Ωm/|κ| and t∗ = Ωm/(H0|κ|3/2). This solution
is plotted also in Figure 7.4 (blue line).

7.3.3 The eternal static Universe

We have already argued against a static Universe – at least an infinite one – based on observations
that it is currently expanding and that the night sky is dark. But there is a good theoretical reason to
reject such a Universe also. We may construct one only by having the vacuum energy exactly balance
the expansion such that ȧ = 0 always. Thus occurs if:

ΩΛ = Ωma
−3 + Ωra

−4 − (Ω0 − 1)a−2 (7.22)

which implies a positive cosmological constant with a funky equation of state (not the same as that
derived in §3 assuming that it describes the vacuum), carefully tuned to balance the contributions
from matter and radiation as a function of time. Any slight error in the cancellation and the Universe
will either expand or contract. Such fine tuning is theoretically undesirable.

7.3.4 A radiation dominated Universe

This is the situation at very early times. Equation 7.11 becomes:

(
ȧ

a

)2

= H2
0 (Ωra

−4 − (Ω0 − 1)a−2) (7.23)

and since we consider early times, we may neglect the curvature term:

(
ȧ

a

)2

= H2
0 Ωra

−4 (7.24)

which may be straightforwardly solved to give a =
(
2H0

√
Ωrt
)1/2

.
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Figure 7.4: Solutions of the Friedmann equation (7.11) for a matter dominated Universe. The red
line marks a flat Universe that scales as a power law with a ∝ t2/3. The black line marks the cycloid
solution for a closed Universe. This is also the curve that describes the motion of a point on the
surface of a circle as it rolls along – hence the name. The blue line marks the solution for an open
Universe that will expand forever. The vertical dotted line marks the time t0 today.
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Perlmutter, Physics Today (2003)
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FIG. 7.ÈBest-Ðt conÐdence regions in the plane for our primary)
M

-)"analysis, Ðt C. The 68%, 90%, 95%, and 99% statistical conÐdence regions
in the plane are shown, after integrating the four-dimensional Ðt)

M
È)"over and a. (See footnote 11 for a link to the table of this two-M

Bdimensional probability distribution.) See Fig. 5e for limits on the small
shifts in these contours due to identiÐed systematic uncertainties. Note that
the spatial curvature of the universeÈopen, Ñat, or closedÈis not determi-
native of the future of the universeÏs expansion, indicated by the near-
horizontal solid line. In cosmologies above this near-horizontal line the
universe will expand forever, while below this line the expansion of the
universe will eventually come to a halt and recollapse. This line is not quite
horizontal, because at very high mass density there is a region where the
mass density can bring the expansion to a halt before the scale of the
universe is big enough that the mass density is dilute with respect to the
cosmological constant energy density. The upper-left shaded region,
labeled ““ no big bang,ÏÏ represents ““ bouncing universe ÏÏ cosmologies with
no big bang in the past (see Carroll et al. 1992). The lower right shaded
region corresponds to a universe that is younger than the oldest heavy
elements (Schramm 1990) for any value of km s~1 Mpc~1.H0 º 50

on that day : the distribution, abundances, excitations, and
velocities of the elements that the photons encounter as they
leave the expanding photosphere all imprint on the spectra.
So far, the high-redshift supernovae that have been studied
have light-curve shapes just like those of low-redshift super-
novae (see Goldhaber et al. 1999), and their spectra show
the same features on the same day of the light curve as their
low-redshift counterparts having comparable light-curve
width. This is true all the way out to the z \ 0.83 limit of the
current sample (Perlmutter et al. 1998b). We take this as a
strong indication that the physical parameters of the super-
nova explosions are not evolving signiÐcantly over this time
span.

Theoretically, evolutionary e†ects might be caused by
changes in progenitor populations or environments. For

example, lower metallicity and more massive SN Ia-
progenitor binary systems should be found in younger
stellar populations. For the redshifts that we are consider-
ing, z \ 0.85, the change in average progenitor masses may
be small (Ruiz-Lapuente, Canal, & Burkert 1997 ; Ruiz-
Lapuente 1998). However, such progenitor mass di†erences
or di†erences in typical progenitor metallicity are expected
to lead to di†erences in the Ðnal C/O ratio in the exploding
white dwarf and hence a†ect the energetics of the explosion.
The primary concern here would be if this changed the
zero-point of the width-luminosity relation. We can look for
such changes by comparing light curve rise times between
low- and high-redshift supernova samples, since this is a
sensitive indicator of explosion energetics. Preliminary indi-
cations suggest that no signiÐcant rise-time change is seen,
with an upper limit of day for our sample (see forth-[1
coming high-redshift studies of Goldhaber et al. 1999 and
Nugent et al. 1998 and low-redshift bounds from Vacca &
Leibundgut 1996, Leibundgut et al. 1996b, and Marvin &
Perlmutter 1989). This tight a constraint on rise-time
change would theoretically limit the zero-point change to
less than D0.1 mag (see Nugent et al. 1995 ; Ho" Ñich,
Wheeler, & Thielemann 1998).

A change in typical C/O ratio can also a†ect the ignition
density of the explosion and the propagation characteristics
of the burning front. Such changes would be expected to
appear as di†erences in light-curve timescales before and
after maximum & Khokhlov 1996). Preliminary(Ho" Ñich
indications of consistency between such low- and high-
redshift light-curve timescales suggest that this is probably
not a major e†ect for our supernova samples (Goldhaber et
al. 1999).

Changes in typical progenitor metallicity should also
directly cause some di†erences in SN Ia spectral features

et al. 1998). Spectral di†erences big enough to(Ho" Ñich
a†ect the B- and V -band light curves (see, e.g., the extreme
mixing models presented in Fig. 9 of et al. 1998)Ho" Ñich
should be clearly visible for the best signal-to-noise ratio
spectra we have obtained for our distant supernovae, yet
they are not seen (Filippenko et al. 1998 ; Hook et al. 1998).
The consistency of slopes in the light-curve width-
luminosity relation for the low- and high-redshift super-
novae can also constrain the possibility of a strong
metallicity e†ect of the type that et al. (1998)Ho" Ñich
describes.

An additional concern might be that even small changes
in spectral features with metallicity could in turn a†ect the
calculations of K-corrections and reddening corrections.
This e†ect, too, is very small, less than 0.01 mag, for photo-
metric observations of SNe Ia conducted in the rest-frame B
or V bands (see Figs. 8 and 10 of et al. 1998), as isHo" Ñich
the case for almost all of our supernovae. (Only two of our
supernovae have primary observations that are sensitive to
the rest-frame U band, where the magnitude can change by
D0.05 mag, and these are the two supernovae with the
lowest weights in our Ðts, as shown by the error bars of Fig.
2. In general the I-band observations, which are mostly
sensitive to the rest-frame B band, provide the primary light
curve at redshifts above 0.7.)

The above analyses constrain only the e†ect of
progenitor-environment evolution on SN Ia intrinsic lumi-
nosity ; however, the extinction of the supernova light could
also be a†ected, if the amount or character of the dust
evolves, e.g., with host galaxy age. In ° 4.1, we limited the

Figure 7.5: Solutions of the Friedmann equation for general Universes. The left panel shows the
expansion factor a as a function of time for different cosmological models, as marked. The black
data points show data from Type Ia supernova standard candles (more in this in the next lecture).
The right panel shows which models best fit these data. The x-axis shows the matter density Ωm,
the y-axis the vacuum energy contribution ΩΛ. Open, flat and closed Universes are marked. There
is a small region where curvature and matter can beat the cosmological constant, but mostly the
cosmological constant wins and causes the Universe to expand forever. The current data favour a
model for our Universe with ΩΛ ∼ 0.7 and Ωm ∼ 0.3 suggesting that we will expand forever.

7.3.5 A vacuum dominated Universe

This situation must occur at late times (if there is a vacuum component). Neglecting curvature,
equation 7.11 becomes:

(
ȧ

a

)2

= H2
0 ΩΛ (7.25)

and we derive an exponential expansion: a ∝ exp(H0

√
ΩΛt). Thus the future for our Universe which

does indeed appear to have significant ΩΛ appears rather bleak. The timescales are sufficiently long,
however, that we need not start worrying just yet.

A summary of solutions to the Friedmann equation is given in Figure 7.5 (Perlmutter et al. 1999).
This encapsulates the limits we have just derived and everything inbetween. Our own Universe (as
we shall see later) appears to be flat Ω = 1; k = 0 and dominated by vacuum energy: Ωm ∼ 0.3;
ΩΛ ∼ 0.7. Thus most of the energy density of our Universe is dark: dark matter and dark energy –
both of which remain mysterious. Exciting times for a theoretical physicist!

7.4 Making observations in cosmology

To derive observables from the FLRW metric, we must first work out how to determine distances.
Let’s start with some useful theoretical distances before moving to some more observable ones.

1. Proper distance. Suppose we place an observer on a distant receding galaxy that co-moves with
the expansion. We will call this observer a fundamental or co-moving observer. Since she moves
with the expansion, the proper separation between her and us is just Dprop = R(t)r. This defines
the proper distance.
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Figure 2: The dimensionless angular diameter distance DA/DH. The three curves are for
the three world models, (ΩM, ΩΛ) = (1, 0), solid; (0.05, 0), dotted; and (0.2, 0.8), dashed.
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Figure 3: The dimensionless luminosity distance DL/DH. The three curves are for the three
world models, (ΩM, ΩΛ) = (1, 0), solid; (0.05, 0), dotted; and (0.2, 0.8), dashed.
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Figure 7.6: Two distance measures for the FLRW metric: the angular diameter distance (left) and
the luminosity distance (right). The solid line shows a model with (Ωm,ΩΛ) = (1, 0), the dotted line
is for (Ωm,ΩΛ) = (0.05, 0), and the dashed is for: (Ωm,ΩΛ) = (0.2, 0.8). Distances are plotted relative
to the ‘Hubble’ distance: DH = c/H0.

2. Co-moving distance. This is simply the proper distance divided by the scale factor: Dcomov =
Dprop/R = r. The co-moving distance for co-moving observers does not change with time.

The proper distance allows us to connect the FLRW metric expansion to Hubble’s law. Writing the
velocity of the expansion as:

Ḋprop = v = Ṙr =
Ṙ

R
Dprop (7.26)

we derive Hubble’s law with H = Ṙ/R (recall that r is not a function of time).
Now, both of the above distances are well defined but hard to measure. In practice all we really

see is the redshift z of photons from distant receding galaxies. For nearby galaxies, we can interpret
this as a Doppler shift due to some recession velocity:

νe
νo

= 1 + z ' 1 +
v

c
(7.27)

where νe,o is the frequency of the emitted and observed photon, respectively. However, this is not
the case for more distant galaxies. In general, the redshift is determined by the line integral along a
photon null geodesic in the FLRW metric. For pure radial motion, and using dτ = 0, the line integral
is:

r =

∫ to

te

cdt

R(t)
(7.28)

where te,o are the time of emission and observation, respectively. Notice that r is a co-moving distance,
and is therefore time invariant. Thus, we may write:

cdt = Rdr ⇒ (7.29)

dte
dto

=
dνo
dνe

=
R(te)

R(to)
=

1

1 + z
(7.30)

This is not the Doppler shift formula! It is emphatically not the same as equation 7.27. Only for very
nearby galaxies can we reliably interpret this cosmological redshift as a recession velocity. However,
we can still use the redshift to derive distances. Equation 7.30 nicely relates the scale factor to the
redshift:
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a =
R

R0
= (1 + z)−1 (7.31)

since z = 0 corresponds to R0 = R(to).
And thus, we may now use equation 7.11 to determine distances from redshifts for a given equation

of state for the Universe. Writing:

Rdr = cdt = cdR/Ṙ = cdR/(RH) (7.32)

and using R = R0/(1 + z), we have from equation 7.11:

R0dr =
c

H(z)
dz =

c

H0

[
(1− Ω0)(1 + z)2 + ΩΛ + Ωm(1 + z)3 + Ωr(1 + z)4

]−1/2
dz (7.33)

which now relates observed redshift z to proper distance measured today R0dr.
Other useful distances measures are:

1. The angular diameter distance: DA = (1 + z)−1R0Sk(r). This is particularly useful for gravita-
tional lensing because it relates the proper transverse size of an object rp to a measured angle
on the sky dψ:

dψDA = rp (7.34)

The angular diameter distance follows from considering pure transverse motion for photons on
null geodesics in the FLRW metric:

ds2 = c2dt2 −R2Sk(r)2dψ2

= c2dt2 − R2
0

(1 + z)2
Sk(r)2dψ2

= 0 (7.35)

⇒
cdt =

R0

1 + z
Skdψ (7.36)

which comparing with equation 7.34 gives:

DA =
R0Sk
1 + z

(7.37)

2. The Luminosity distance: DL = (1 + z)R0Sk(r). This is how surface brightness falls off with
‘distance’ in the FLRW metric.

It is clear that we must exercise care when thinking about observations on cosmological scales. Our
usual intuition that ‘flux falls off with distance squared’, or ‘size is distance times angle’ requires careful
thought about the definition of ‘distance’ in each case. Similar care is required when thinking about
velocities on cosmological scales. Remember, we measure the shift of spectral lines, not velocities!

A plot of the angular diameter distance and luminosity distance as function of redshift for various
cosmologies is given in Figure 7.6 (taken from Hogg 1999).

7.5 The Big Bang

So far, we have been winding the clock forwards to see what our Universe will do next. But the same
Friedmann equations also allow us to wind the clock backwards to see what happened in the past. If
we are expanding into the future, then we must be shrinking into the past. This is what leads us to
believe that our Universe started in a hot ‘Big-Bang’: the limit where the scale factor a→ 0. We may
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now use equation 7.11 to integrate from the ‘beginning’ (the Big Bang; a = 0) to the present time
(a = 1) to give us the age of the Universe (see problem sheet).

The name ‘Big Bang’ has a curious history. It is attributed to Fred Hoyle who originally meant
it has a disparaging remark: how could the Universe have such a beginning? He favoured instead
a steady state model for the Universe, where the Universe still expands, but matter is continually
created everywhere from the vacuum. In Hoyle’s Universe, there is no beginning nor end. The trouble
is that no evidence for continually created matter has ever been found. The Big Bang has not only
become our premier cosmological model, but it has adopted its name from an honourable competitor.
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Lecture 8

Cosmological probes of dark matter
II: The inhomogeneous Universe

In this lecture, we build on results from the previous lecture to study the onset of inhomogeneities in
the Universe.

8.1 The inhomogeneous Universe

As we discussed in the last lecture, the Universe on large scales is observed to be very close to
homogeneous. On smaller scales in the nearby Universe, however ( <∼ 70 Mpc), the Universe becomes
very inhomogeneous. We start to see local fluctuations in the density field due to the presence of
structure: galaxies like our own Milky Way. This suggests that after the Big Bang, the Universe was
not perfectly homogeneous. Tiny fluctuations – perhaps seeded by quantum effects – provided just
enough inhomogeneity to grow into the galaxies and local structure we see today. In this lecture, we
study the growth of such fluctuations using linear perturbation theory.

8.2 Two types of perturbation

Before discussing how perturbations will evolve and grow, we should discuss briefly how they started
out. As we mentioned previously, most of the Universe is dominated by radiation and matter at early
times so we focus on perturbations to these two coupled fluids. Let us define the density perturbation
relative to the homogeneous expanding background ρ0 as:

δ =
ρ− ρ0

ρ0
=
δρ

ρ0
(8.1)

This can be a matter perturbation δm, or a radiation one δr. These behave differently since the matter
perturbation is applied to a non-relativistic fluid, while the radiation one applies to a relativistic fluid.
There are two main types of perturbation: adiabatic, and isocurvature.

• Adiabatic perturbations: If we squeeze or stretch our matter/radiation fluid very slowly (slow
as compared to any other timescale of interest), then we will induce adiabatic perturbations.
Recall that such slow adiabatic perturbations conserve the entropy density of the fluid. In this
case δr = 4

3δm and the matter and radiation fields deform together.

• Isocurvature perturbations: This is the orthogonal perturbation to the above. Here we per-
turb the entropy density, but not the energy density. Now we have that ρrδr = −ρmδm and the
matter and radiation fields deform in opposite directions to produce constant spatial curvature
(hence the name isocurvature). At early times ρr � ρm and thus isocurvature perturbations
imply that δm � δr and all of the initial perturbation appears only in the matter field and not
the radiation field.
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Whether perturbations are adiabatic, isocurvature or some linear combination of the above makes
a difference as we shall see later on (Figure 8.1).

8.3 Linear perturbation theory

We have presented the two main types of initial perturbation. We now study how these will grow.
A full treatment of the growth of structure in an expanding FLRW spacetime involves linear (and
potentially higher order) perturbations of the GR field equations, which is a bit involved for us here.
Instead, we will use a useful approximation. Since any inhomogeneity must be local, and local space
must be Minkowski, we can approximate the local dynamics as being pure Newtonian weak field
embedded in an expanding FLRW spacetime. Thus, locally, the Universe must approach a classical
fluid. This can be a rather complex fluid (e.g. a mix of non-relativistic matter, relativistic radiation,
and interaction terms between the two; see later), but for now let us imagine that it is a viscous-free
fluid that obeys the Euler equations:

Dρ

Dt
= −ρ∇ · v ; Continuity (8.2)

Dv

Dt
= −∇p

ρ
−∇Φ ; Momentum (8.3)

∇2Φ = 4πGρ ; Poisson (8.4)

where ρ is the density of the fluid; p is the pressure; Φ is the gravitational potential; v is the velocity;
and D/Dt = ∂/∂t+ v · ∇ is the convective derivative (i.e. the local time derivative taken by someone
moving with the flow). The above equations are closed by the equation of state that links pressure to
density. Since this is different for matter/radiation/etc. we will not specify it just yet.

Now, consider a small perturbation:

ρ = ρ0 + δρ ; v = v0 + δv ; and similar (8.5)

where the unperturbed solution ρ0 etc. refers to the expanding FLRW spacetime. In other words, a
observer moving at v0 would be moving with the Hubble flow: v0 = Hx0. Plugging this perturbation
into the continuity equation, we obtain:

[
∂

∂t
+ (v0 + δv) · ∇

]
(ρ0 + δρ) = −(ρ0 + δρ)∇ · (v0 + δv) (8.6)

Subtracting the zeroth order equation
[
∂
∂t + v0 · ∇

]
ρ0 = −ρ0∇ ·v0, using the fact that ρ0 is homoge-

neous (∇ρ0 = 0) and retaining terms at linear order, we obtain:

dδρ

dt
' −ρ0∇ · (δv)− δρ∇ · v0 +O(δ2) (8.7)

where d/dt =
[
∂
∂t + v0 · ∇

]
is now a time derivative with respect to an observer co-moving with the

unperturbed expansion. Similarly, the momentum and Poisson equations become:

dδv

dt
' −∇δp

ρ0
−∇δΦ− (δv · ∇)v0 +O(δ2) (8.8)

∇2δΦ ' 4πGδρ+O(δ2) (8.9)

Now, recall that v0 = Hx0. Thus, we may simplify the tricky term (δv·∇)v0. Writing it out explicitly,
we have:

H

[
δvx

∂

∂x
+ δvy

∂

∂y
+ δvz

∂

∂z

]
x0 = Hδv (8.10)

Finally, recalling our definition of a fractional density perturbation (equation 8.1):
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δ =
δρ

ρ0
(8.11)

we may transform the continuity equation:

d

dt

(
δρ

ρ0

)
=

1

ρ0

d

dt
(δρ)− δρ

ρ2
0

d

dt
ρ0

= −∇ · δv − δρ

ρ0
∇ · v0 +

δρ

ρ0
∇ · v0 (8.12)

⇒
dδ

dt
= −∇ · δv (8.13)

and we see that the above linearised system of equations do not depend on the expansion velocity v0.
The above equations take on an even simpler form if we transform to co-moving coordinates:

x(t) = a(t)r(t) (8.14)

where a(t) is derived from the Friedmann equation (equation 7.11; §7), and the co-moving coordinate
r is now a function of time, reflecting the departure from homogeneity caused by structure formation.

Taking the time derivative (using ‘dot’ ≡ d/dt), we have:

ẋ = ȧr + aṙ

= v0 + δv (8.15)

and the term on the left is the familiar Hubble expansion; the term on the right is called the peculiar
velocity, which is the local velocity with respect to the Hubble flow.

Finally, using ∇x = 1
a∇r, our linearised equations of motion become:

d

dt
(aṙ) = −1

a

∇rδp
ρ0
− 1

a
∇rδΦ−

ȧ

a
aṙ (8.16)

⇒
r̈ + 2

ȧ

a
ṙ = − 1

a2
∇rδΦ−

1

a2ρ0
∇rδp (8.17)

with:
δ̇ = −∇r · ṙ (8.18)

and:
∇2
rδΦ

a2
= 4πGρ0δ (8.19)

where we recall that δ describes the over/under-density of a region of the Universe δ = (ρ− ρ0)/ρ0.
It is worth taking a moment to think about what the above equations mean. We have assumed

that the Universe can be described locally by a classical fluid. We have then perturbed this fluid,
assuming that the unperturbed solution simply follows the FLRW expanding homogeneous Universe.
Finally, we transformed to co-moving coordinates that allowed us to factor out the expansion. This
last point is key. We can now use the evolution equation we derived in the last lecture for a(t): the
Friedmann equation. Equations 8.17, 8.18 and 8.19 then describe the local inhomogeneous motion
relative to this expanding Universe.

In the absence of a perturbation, δp = δΦ = δ = 0 and thus ṙ = r̈ = 0 and we recover the
unperturbed Friedmann solution with r = const..
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8.3.1 Non-relativistic fluids

Up to now, we have not specified an equation of state for our fluid. Specifying one allows us to reduce
to just one evolution equation for the density perturbation δ. First, let us multiply equation 8.17 by
the ∇r operator:

∇r · r̈ + 2
ȧ

a
∇r · ṙ = − 1

a2
∇2
rδΦ−

1

a2ρ0
∇2
rδp (8.20)

Now we can substitute for ∇r · ṙ and ∇r · r̈ using equation 8.18:

δ̈ + 2
ȧ

a
δ̇ = δ4πGρ0 +

1

a2ρ0
∇2
rδp (8.21)

and finally, we must specify something about the equation of state to substitute for δp. We can write
rather generally: c2s = ∂p

∂ρ , where cs is the sound speed for the fluid. Thus:

∇δp = c2s∇δρ (8.22)

and, recalling that δ = δρ/ρ0, our equation for δ becomes:

δ̈ + 2
ȧ

a
δ̇ = δ4πGρ0 +

c2s
a2
∇2
rδ (8.23)

where we have used the fact that the unperturbed Universe is homogeneous (∇ρ0 = 0).
Before we attempt a full solution, let us consider some simple cases. Perhaps the simplest is a

plane wave perturbation of the form:

δ(r, t) = A(t) exp(−ikr · r) (8.24)

where kr = ak is a co-moving wavevector. Physically, this represents a single Fourier mode whose
wavelength stretches with the Universe. Thus, the right hand side of equation 8.23 further simplifies
to:

c2s
a2
∇2
rδ = −c2sk2δ (8.25)

where k is the amplitude of the proper wavevector k. We now gain an important insight. Equation
8.23 for plane waves represents a competition between the expanding Universe and local gravitational
collapse. On small enough scales, ȧ becomes dynamically unimportant, and we have: δ̈ = δ(4πGρ0 −
c2sk

2), which is straightforwardly solved for the time dependence of δ(r, t):

A(t) = exp(±t/τ) (8.26)

with τ =
(
4πGρ0 − c2sk2

)−1/2
.

Thus, there is a critical wavelength1:

λJ = cs

√
π

ρ0G
(8.27)

where we move from oscillating stationary solutions, to either exponentially growing or shrinking
solutions. This is called the Jeans length.

The above is, of course, made more complicated by the ȧ factor that appears in the full equation.
But once the Hubble expansion becomes negligible then runaway growth of structure is inevitable.

A full solution to equation 8.23 is usually expressed in terms of the linear growth factor that
separates out the spatial and temporal evolution of the density perturbation δ(x, t):

δ(r, t) = A(r)D1(t) +B(r)D2(t) (8.28)

where D1 is the growing and D2 the decaying mode. The growth factor can also be written as a
function of redshift instead of time using the redshift dependence of the scale factor a(z) (equation
7.31).

1Recall that the wavenumber is defined such that the wavelength λ = 2π
k

.
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We will not present solutions for the growth factor for different cosmologies here, though in many
cases these are analytic or semi-analytic (requiring only the solution of an integral). For further details
see Peebles 1980.

8.3.2 Relativistic fluids

So far, we a have considered only non-relativistic fluids. Relativistic fluids – like radiation – have
similar but slightly different fluid equations:

D

Dt
(ρ+ p/c2) =

∂

∂t
(p/c2)− (ρ+ p/c2)∇ · v (8.29)

Dv

Dt
= −∇Φ (8.30)

∇2Φ = 4πG(ρ+ 3p/c2) (8.31)

which are the continuity, momentum and Poisson equations for a pure special relativistic fluid assuming
Newtonian gravity. These are similar to previously, but now we must remember to flux momentum
and mass in the continuity equation, and to include the momentum terms as a source of gravity in the
Poisson equation. We have also assumed here that the pressure gradients are negligible as compared
to gravity.

The above is not entirely satisfactory. We are assuming a special relativistic fluid and Newtonian
gravity. In the very early Universe this must fail and we ought to do a proper linear perturbation of
the full GR equations. But we can gain some further insight from the above ‘toy’ equations. For pure
radiation, the equation of state is given by p = ρc2/3. Performing an analysis similarly to the above
for the non-relativistic fluid, we derive [exercise]:

δ̈ + 2
ȧ

a
δ̇ =

32π

3
Gρ0δ +

c2s
a2
∇2
rδ (8.32)

and thus in a pure radiation dominated Universe, the equations are similar to the non-relativistic case,
but the driving term is ∼ 8 times higher.

8.3.3 Beyond simple fluids

In reality, the very early Universe is a highly complex ‘fluid’ – in fact, not really a fluid at all. It has
a collisionless component (dark matter); a non-relativistic fluid component (baryons); a relativistic
fluid component (photons); and vacuum. Each of these fluids interact via gravity and/or other forces
and an analytic treatment is not promising. Instead, we must resort to a numerical approach.

A full treatment requires first properly perturbing the Einstein field equations with the FLRW
metric as input. Already this is problematic. While the field equations are coordinate independent,
once we perturb about the solution we often are forced to pick a particular coordinate system or
‘gauge’. Linear perturbations typically break coordinate invariance and so we must be careful that
the results do not depend on the initial coordinate choice. Best of all is to perform a perturbation
analysis that is gauge invariant (e.g. Bardeen 1980). We will not go into the details here.

With a proper perturbation analysis, we must then solve the full system of coupled ‘fluid’ equations
for the early Universe. This means solving the general relativistic form of the Boltzmann equation
with the correct interaction terms included. It is a highly involved problem (a full course in its own
right). We will give some of the results from such codes when we discuss the CMB, but we will not
give any great detail. The interested reader is referred to Seljak and Zaldarriaga 1996 and references
therein. It is, of course, remarkable that the results of such a calculation can be trusted. However,
three independent codes have been recently shown to converge on the same results at 0.1% precision
for most parameters of interest (Seljak et al. 2003).
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Figure 8.1: The numerically calculated transfer function for Universes with different composition and
different initial conditions. All cases assume a flat Universe Ω0 = 1 with a Hubble constant H0 = 50 km
s−1 /Mpc and adiabatic perturbations initially, unless otherwise stated. The models shown are for
baryons; Hot Dark Matter (HDM); Cold Dark Matter (CDM); Mixed Dark Matter (MDM); and two
isocurvature models.

8.3.4 The transfer function

The transfer function encapsulates the results of numerical integrations of the growth of density
perturbations, δ for complex non-fluids in the early Universe:

Tk ≡
δk(z = 0)

δk(z)D1(z)
(8.33)

where D1(z) is the linear growth factor between redshift z and the present (equation 8.28). The
transfer function necessarily depends on the composition of these fluids; some examples are given in
Figure 8.1 (taken from Peacock 1999).

Notice that both the initial conditions and the composition of the Universe greatly affect the
transfer function. Thus, the distribution of density peaks in the Universe today and its time evolu-
tion encodes information about the initial conditions and the composition. Notice also the striking
oscillations in the baryonic transfer function that are not present in any of the dark matter models.
There is also a strong damping tail to high wavenumber k. The former is a result of acoustic waves
travelling through the baryonic fluid that is collisional and therefore has a pressure term. These are
not present for the dark matter fluids that are assumed to be pressureless (though, of course, one
could test this using such models!). The latter is a result of a process called ‘Silk damping’ (Silk
1968). This occurs because baryonic matter interacts with the photon fluid in the early Universe. The
photon mean free path acts as a damping scale that suppresses the growth of structure. Again, this
is not the case for the dark matter models. In fact, this is the basis for the need for dark matter to
explain cosmological observations. Without any dark matter, structure would be suppressed on scales
smaller than ∼ 1 Mpc.
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Figure 8.2: The cosmic microwave background radiation as seen by the COBE, WMAP and Planck
satellites.

8.4 The cosmic microwave background radiation

The cosmic microwave background radiation (CMB) is a beautiful prediction of our cosmological
model. It was predicted to exist by Dicke et al. 1965 in the very same year that Penzias & Wilson
– two scientists at Bell labs who were working on something completely different – stumbled across
the CMB radiation (Penzias and Wilson 1965). As we have discussed previously, the early Universe
is dominated by the radiation field (c.f. equation 7.11; §7). At very early times, this is in thermal
equilibrium with the matter in the Universe and forms a plasma which is largely opaque to light.
A critical moment occurs when this plasma cools to the point where photons can efficiently escape:
recombination. It is this moment which gave birth to the cosmic microwave background radiation, or
CMB – the afterglow of the Big Bang – that we see everywhere around us in the sky today. A modern
picture of the observed CMB sky is shown in Figure 8.2.

The truly fascinating thing about the CMB is that it is not perfectly smooth. Looking at the COBE
picture of the CMB, we see tiny temperature fluctuations at the level of 10−5 (Smoot et al. 1992).
These encode information about the inhomogeneities present in the Universe at very early times and,
therefore, about the composition of the Universe. Furthermore, since the fluctuations in temperature
are so small, we are still in the linear regime and can use the machinery of linear perturbation theory
derived above to understand the CMB (Hu and Dodelson 2002).

8.4.1 The CMB power spectrum

The CMB is very close to being a black body spectrum, with tiny fluctuations around this. For this
reason, the fluctuations are typically characterised by a function Θ(θ, φ) = ∆T/T , where (θ, φ) is the
direction on the sky. We may write this function as some spherical harmonic decomposition:

Θ(θ, φ) =

∞∑

l=0

m=l∑

m=−l
ΘlmYlm(θ, φ) (8.34)
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Figure 8.3: The CMB angular power spectrum measured by the Planck satellite. The blue line shows
our current best fitting standard cosmological model; the green shows what happens if all the matter
in this model is ‘baryonic’, all other things being equal (i.e. without any dark matter); the red line
shows the best-fitting TeVeS alternative gravity model from Skordis et al. (2006). See text for further
details.

where Ylm(θ, φ) are the spherical harmonics (c.f. Appendix F), and the coefficients Θlm are given in
the usual way by:

Θlm =

∫ π

0

sin θdθ

∫ 2π

0

dφY ∗lm(θ, φ)Θ(θ, φ) (8.35)

If the fluctuations are pure Gaussian, then they have no preferred direction. Thus, we can ‘integrate
out’ the dependence on m, and express all of the information purely by the power spectrum (the
intensity of each spectral component):

Cl =

∑m=l
m=−l

∑m′=l′

m′=−l′ ΘlmΘ∗l′m′

2l + 1

=

∑
m |Θml|2
2l + 1

(8.36)

where 2l + 1 is the number of terms in the sum and so is a normalisation.
Typically, what is plotted for the CMB angular power spectrum is:

∆2
T ≡

l(l + 1)

2π
ClT

2 (8.37)

where T is the temperature. Because typically l � 1, ∆2
T approximately encodes the power per

natural logarithmic interval in l.
A recent plot of the ∆2

T for the CMB determined from the Planck experiment is given in Figure
8.3 (data taken from Planck Collaboration et al. 2013). Our current best-fitting cosmological model
is marked in blue. On large scales, l <∼ 10, the errors become dominated by ‘cosmic variance’. This
simply means that there can only be 2l+ 1 measurements for each Cl (c.f. equation 8.36). Thus, low
l moments will be fundamentally more poorly sampled. Also shown are a model with no dark matter
(green) and a model with no dark matter and the TeVeS alternative gravity model (§6; red). I discuss
these in §8.4.3.

8.4.2 The standard cosmological model: ΛCDM

As mentioned previously (§8.3.3), using linear perturbation of the FLRW metric we can numerically
solve the coupled Boltzmann fluid equations to predict the distribution of density fluctuations in the
early Universe. Calculating this at the time of last scattering (recombination), allows us to predict
the CMB angular power spectrum for a given choice of cosmological parameters. Figure 8.4 shows the
results of such a calculation for different choices of key cosmological parameters: Ωm,ΩΛ,Ωb and Ω0

(see §7 for definitions; Figure taken from Hu and Dodelson 2002). Notice that there are degeneracies

74



2 Aug 2002 16:7 AR AR166-06-COLOR.tex AR166-06-COLOR.SGM LaTeX2e(2002/01/18) P1: GDL

Figure 4 Sensitivity of the acoustic temperature spectrum to four fundamental cos-
mological parameters. (a) The curvature as quantified by �tot. (b) The dark energy
as quantified by the cosmological constant �� (w� = −1). (c) The physical baryon
density �bh2. (d ) The physical matter density �mh2. All are varied around a fiducial
model of �tot= 1, �� = 0.65, �bh2= 0.02, �mh2= 0.147, n= 1, zri= 0, Ei= 0.
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Figure 8.4: The sensitivity of the CMB to changes in the cosmological parameters. Here Ωtot is
what we have previously called Ω0. All parameters are varied around a fiducial model with: Ω0 = 1,
ΩΛ = 0.65, Ωbh

2 = 0.02 and Ωmh
2 = 0.147.

between the effects of each parameter. For this reason, we cannot expect the CMB alone to fully
derive the cosmological model – we will have to combine it with other probes. We briefly explain the
trends in the data as we vary the cosmological parameters, next.

• The curvature (k ∝ Ω0 − 1) shifts the position of the first and subsequent peaks. Smaller Ω0

(more negative curvature) pushes the peaks to larger l. This effect is a result of the difference
between coordinate and angular diameter distance. In a Universe with positive curvature, two
points separated by a given angle on the sky are really further apart than we would expect in
Euclidean space; the converse is true for negative curvature. Thus, all other things being equal,
a spatially open Universe will push the power to smaller spatial scales (larger l). This is what is
seen in Figure 8.4. The observed position of the first peak in the CMB demands a near-perfectly
flat Universe with Ω0 = 1.

• Dark energy (ΩΛ) also shifts the position of the peaks, though the effect is much smaller than the
curvature. Larger ΩΛ (for a flat Universe) shifts the peak to smaller l (larger scales). This can be
understood because dark energy acts to delay structure formation. Since the smallest scales form
earliest (they have the shortest dynamical times), this necessarily shifts power to larger scales
at recombination. The effect is small, however, since dark energy is not a dominant contributor
to the Friedmann equations at these early times (c.f. §7), and is not directly contributing to the
growth of structure either.
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Fig. 4 Hubble diagram of SNLS and nearby SNe Ia, with var-
ious cosmologies superimposed. The bottom plot shows the
residuals for the best fit to a flat Λ cosmology.

Using Monte Carlo realizations of our SN sample, we
checked that our estimators of the cosmological parameters are
unbiased (at the level of 0.1 σ), and that the quoted uncertain-
ties match the observed scatter. We also checked the field-to-
field variation of the cosmological analysis. The four ΩM val-
ues (one for each field, assuming Ωk = 0) are compatible at
37% confidence level. We also fitted separately the Ia and Ia*
SNLS samples and found results compatible at the 75% confi-
dence level.

We derive an intrinsic dispersion, σint = 0.13 ± 0.02, ap-
preciably smaller than previously measured (Riess et al. 1998;
Perlmutter et al. 1999; Tonry et al. 2003; Barris et al. 2004;
Riess et al. 2004). The intrinsic dispersions of nearby only
(0.15±0.02) and SNLS only (0.12±0.02) events are statistically
consistent although SNLS events show a bit less dispersion.

A notable feature of Figure 4 is that the error bars increase
significantly beyond z=0.8, where the zM photometry is needed
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Fig. 5 Contours at 68.3%, 95.5% and 99.7% confidence levels
for the fit to an (ΩM,ΩΛ) cosmology from the SNLS Hubble di-
agram (solid contours), the SDSS baryon acoustic oscillations
(Eisenstein et al. 2005, dotted lines), and the joint confidence
contours (dashed lines).

to measure rest-frame B − V colors. The zM data is affected by
a low signal-to-noise ratio because of low quantum efficiency
and high sky background. For z > 0.8, σ((B − V)rest f rame) "
1.6σ(iM−zM), because the lever arm between the central wave-
lengths of iM and zM is about 1.6 times lower than for B and V .
Furthermore, errors in rest-frame color are scaled by a further
factor of β " 1.6 in the distance modulus estimate. With a typ-
ical measurement uncertainty σ(zM) " 0.1, we have a distance
modulus uncertaintyσ(µ) > 0.25. Since the fall 2004 semester,
we now acquire about three times more zM data than for the
data in the current paper, and this will improve the accuracy of
future cosmological analyses.

The distance model we use is linear in stretch and color.
Excluding events at z > 0.8, where the color uncertainty is
larger than the natural color dispersion, we checked that adding
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FIG. 2: Left: 2000 samples from the posterior distribution of the parameters plotted by their Ωm and ΩΛ values. Points are
colored according to the value of h of each sample, and the solid line shows the flat universe parameters. We assume the base
parameter set with broad top-hat priors.
Right: bottom layer (green): supernova constraints; next layer up (red): CMB data alone; next (blue): CMB data plus HST
Key Project prior; top layer (yellow): all data combined (see text). 68 and 95 per cent confidence limits are shown.

of the critical density in the form of dark energy, from the constraint ΩK + ΩΛ + Ωm = 1 (where Ωm ≡ Ωc + Ωb is
the total matter density in units of the critical density). Throughout we use at least the priors that 4 < zre < 20,
0.4 < h < 1.0, −0.3 < ΩK < 0.3, ΩΛ > 0, and that the age of the universe, t0, is 10 Gyr < t0 < 20 Gyr. The
significance of this base set is that this defines the Bayesian priors: there is a flat prior on each parameter of the
base set. We discuss later how we assess the significance of these priors, and highlight our main results, which are
largely independent of the priors. (We choose h as a base parameter since the HST Key Project provides a direct
constraint on this quantity, whereas there are no direct constraints on, e.g. ΩΛ; see Appendix C for discussion). The
above additional constraints on h, ΩΛ, ΩK and the age have little effect on the joint results since the cut-off values
are well into the tails of the distribution. However for the purpose of the Monte-Carlo it is very convenient to be able
to quickly reject models in the extreme tails without having to compute the theoretical predictions.

MCMC illustration

An MCMC sampler provides an efficient way to generate a list of samples from a probability distribution (see
Appendix A for an explanation). All that is required is a function for calculating the probability given a set of
parameter values. A single sample is a coordinate in the n-D parameter space, and the sampling method ensures that
the number density of samples is asymptotically proportional to the probability density. As an illustration, in the left
hand panel of Figure 2 we show the values of Ωm = Ωb +Ωc, and ΩΛ, for samples collected from an MCMC run using
the CMB data and base parameters discussed in the previous paragraphs.

Note that although Ωm is not one of our base set of parameters, it is simple to find probabilities as a function of Ωm

by taking the parameter values of each sample and deriving the corresponding values of Ωm. Since the MCMC method
produces samples from the full posterior, it follows that the number density of samples in this two-dimensional plane
is proportional to the probability density of the two parameters (marginalized over all the other parameters; note that
this refers to the fully marginalized probability density rather than any conditional or projected probability density).
The familiar direction of CMB degeneracy along the flat universe line is apparent. The colors of the dots indicate the
Hubble constant value for each sample, as given in the color bar. This shows that the high Ωm tail of samples are
due entirely to low h regions of parameter space, illustrating the point made in e.g. [15] that a Hubble constant prior
alone combined with the CMB can put useful limits on Ωm and ΩΛ without the need for supernova constraints.

The likelihood as a function of position in the Ωm-ΩΛ plane from CMB data alone is shown by the red contours in

Figure 8.5: Left: The SuperNovae Legacy Survey data (SNLS; Astier et al. 2006). The SNLS
data measure the luminosity distance (µB) as a function of redshift z and, therefore, the scale factor
a(z) (see §7). Two cosmological models are over-plotted. Right: In combination with the CMB (red
contours) and the CMB with a measurement of the Hubble constant h (blue contours), the supernovae
data (green contours) break the orthogonal degeneracy between Ωm and ΩΛ in each data set (yellow
contours; and see also Figure 8.6).

• The total matter content (Ωm) mainly raises the amplitude of the peaks. This can be understood
since more non-relativistic matter means more growth of structure on all scales. There is a slight
shift, however, also to smaller scales (larger l) because smaller structures grow faster due to the
smaller dynamical times.

• The baryon content (Ωb) mainly affects the amplitude of the first peak and not the subsequent
peaks. This is how the CMB data can differentiate between baryonic matter (that interacts with
the relativistic radiation fluid) and collisionless non-relativistic matter like dark matter (that
does not). This photon-baryon interactions damps the growth of structure on small scales at
these early times suppressing peaks higher than the first one. The effect does not occur for dark
matter since it does not couple to the radiation fluid.

The position and amplitude of the first peak in the CMB data is enough on its own to tell us that
the Universe is almost perfectly flat and that it must contain some non-relativistic matter that does not
interact with photons: dark matter2 (see Figures 8.3 and 8.6). In combination with other independent
cosmological probes, we can actually measure the cosmological parameters to an impressive accuracy
(see Figure 8.6 taken from Spergel et al. 2007; and see e.g. Lewis and Bridle 2002; Seljak et al.
2006b; Sullivan et al. 2011). Two key additional constraints are considered here: data from Type
Ia supernovae standard candles (Figure 8.5), and data from low redshift galaxy surveys (which we
will discuss in more detail in §9). The Type Ia supernovae data are particularly interesting. Type
Ia supernovae have a light curve decay that depends on their luminosity in a characteristic way.
Calibrating the luminosity-decay rate relation using low redshift supernovae, Type Ia supernovae
then act as excellent standard candles out to high redshift. They tell us the luminosity distance as a
function of redshift z, and therefore are a direct probe of the scale factor a(z) (c.f. §7). Some recent
data from the SuperNovae Legacy Survey (SNLS) is given in Figure 8.5.

Our current best fitting cosmological model suggests that – remarkably – most of the Universe is
dark: Ω0 = 1, ΩΛ = 0.694±0.007, Ωbh

2 = 0.02227±0.0002, Ωmh
2 = 0.306±0.007 and h = 0.679±0.006

with very small errors (Planck Collaboration et al. 2013). The success of the standard cosmological

2Recall we are working here under the assumption that Einstein’s field equations and GR describe gravity, and that
we do not live in a special place in the Universe (the Copernican principle). See §6 and §7 for a discussion of the validity
of these key assumptions.
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Fig. 21.— Joint two-dimensional marginalized contours (68% and 95%) for mat-

ter density, Ωm, and vacuum energy density, ΩΛ for power-law CDM models

with dark energy and dark matter, but without the constraint that Ωm + ΩΛ = 1

(model M10 in Table 3). The panels show various combinations of WMAP and

other data sets. While models with Ωm = 0.415 and ΩΛ = 0.630 are a better fit

to the WMAP three year data alone than the flat model, the combination of

WMAP three year data and other astronomical data favors nearly flat cosmolo-

gies. (Upper left) WMAP+HST key project measurement of H0. (Upper right)

WMAP+SDSS LRG measurement of the angular diameter distance to z = 0.35.

(Middle left) WMAP+SNLS data. (Middle right) WMAP+SNGold. (Lower left)

WMAP+2dFGRS. (Lower right) WMAP+SDSS.
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Figure 8.6: Combined constraints on our current cosmological model. Left: CMB constraints on
dark energy (ΩΛ), and the total matter content (Ωm). Notice that the CMB on its own (WMAP;
black contours) tells us that the Universe is close to flat Ωm + ΩΛ ∼ 1. In combination with just
one other probe, the degeneracy is broken and we favour the standard cosmological model values
ΩΛ ∼ 0.7; Ωm ∼ 0.3. The other probes considered here are the SuperNovae Legacy Survey (Astier
et al. 2006; Figure 8.5), the SN ‘gold’ survey (Riess et al. 2004), and constraints on the non-linear
growth of structure from two low-redshift galaxy surveys: the Sloan Digital Sky Survey (Tegmark et
al. 2004), and the 2dF survey (Cole et al. 2005). We will discuss the non-linear growth of structure
in §9. Right: Combined constraints (using all of the previous data and constraints on h) on the
dark matter content of the Universe Ωc = Ωm −Ωb. Notice that the CMB on its own (WMAP; black
contours) tells us already that the Universe must contain dark matter. In combination with other
probes, the amount of dark matter needed is well constrained.

model and the era of precision cosmology has led to several nobel prizes over the past few years and
a recognition that what was once barely deemed science is now driving our understanding of the
structure of the Universe both on incredibly large scales and on sub-atomic scales. The fraction of
dark matter required to fit the CMB and other probes is (Ωm − Ωb)/Ωm ∼ 0.83 (Figure 8.6). This is
remarkably similar to the amount of dark matter required to explain the dynamics and lensing data in
galaxies and galaxy clusters (c.f. Figure 5.6). Yet it is derived from a very different and independent
analysis.

Our standard cosmological model is typically referred to as “ΛCDM”, meaning that it requires a
cosmological constant Λ, and a ‘cold dark matter’ component (a non-relativistic fluid that does not
noticeably interact with the photon fluid in the early Universe).

8.4.3 The real problem with alternative gravity models

Finally, we can return to the issue of alternative gravity models as an explanation for dark matter.
As mentioned at the end of lecture §6, a key evidence for non-baryonic dark matter is the cosmic
microwave background radiation. We are now in a position to revisit this. The green line in Figure
8.3 shows what the ΛCDM model looks like if we put all the matter in baryons rather than dark
matter, keeping all other things equal. As can be seen, this is a very poor fit to the Planck data
(black data points). More importantly, the high l modes are damped as compared to the primary
peak due to photon-baryon interactions, while the oscillations due to acoustic waves in the baryonic
fluid are too large as compared to the data. Both of these problems go away with the addition of a
dark matter fluid that does not interact with the photon fluid. The damping and oscillations are then
both suppressed, leading to the ΛCDM model. This is, then, a fundamental problem with all models
that seek to explain dark matter using alternative gravity (Skordis et al. 2006; Dodelson 2011). Even
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if we boost the gravitational force to speed up structure formation, if the Universe comprises only
baryons, then it will be over-damped on small scales with overly strong oscillations due to acoustic
waves. Indeed, this is exactly what can be seen in the red line on Figure 8.3 that shows the best-
fitting TeVeS alternative gravity model from Skordis et al. 2006. As can be seen, this model fits the
lower l peaks, but it ultimately fails at high l. (Actually, even a fit this good requires some dubious
gymnastics; this model has three massive neutrinos, each with mν ∼ 2 eV.)
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Lecture 9

Cosmological probes of dark matter
III: The non-linear growth of
structure

In this lecture, we build on results from the previous lecture to study the non-linear growth of structure
in the Universe through to the present day.

9.1 The non-linear growth of structure: evolution equations

After the de-coupling of photons (that became the CMB), things became very much simpler. From
this point on, radiation is negligible and only matter, curvature and vacuum energy are important.
This is a great simplification because we need deal only with two types of non-relativistic fluid: one
for baryons, and one for dark matter. Furthermore, these couple only through gravity (through the
Poisson equation) that is linear and therefore straightforward to deal with.

First, let us derive the full non-linear equations of motion. We will still assume, as previously,
that we can describe the motion as locally Newtonian within an expanding FLRW background (we
shall critique this approach in §10.3). Thus, we are still in locally Newtonian weak-field linearised
GR. But we will no longer linearise the fluid equations in this limit. (In this sense, what we have been
considering so far is a sort of doubly linear approximation: linear GR and linearised Newtonian fluids.
It is the latter assumption that we relax here.)

The derivation is easiest done in co-moving rather than Eulerian coordinates. Writing the Eulerian
position x as x = a(t)r(t) as previously, we may differentiate twice to give:

ẋ = ȧr + aṙ (9.1)

ẍ = är + 2ȧṙ + ar̈ (9.2)

where the ‘dot’ refers to d/dt – the co-moving temporal derivative, as previously. Rearranging in
terms of the co-moving acceleration, we have:

r̈ = −2
ȧ

a
ṙ− ∇r∆Φ

a2
− g0 (9.3)

where we have written the acceleration terms as the peculiar acceleration: ẍ/a = ∇r∆Φ
a2 , and an

unperturbed acceleration: g0 = ä
ar, and ignored pressure forces (for now). Assuming weak field

general relativity, the Poisson equation still holds locally and we have:

∇2
r(Φ0 + ∆Φ)

a2
= 4πG(ρ0 + ∆ρ) (9.4)
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Figure 9.1: A comparison of an N-body models of the non-linear evolution of structure (left), the
Zeldovich approximation (middle) and second order Lagrangian perturbation theory (right). Figure
taken from Bouchet et al. 1995.

Thus, subtracting the unperturbed parts of the above equations (g0, Φ0 and ρ0)1, we arrive at the
full equations of motion:

r̈ = −2
ȧ

a
ṙ− ∇r∆Φ

a2
(9.5)

∇2
r∆Φ

a2
= 4πG∆ρ (9.6)

this is actually identical to the linearised equation for non-relativistic fluids that we derived previously.
It turns out that the linearised equation is correct for arbitrary over-density ∆ρ!

Before turning to the numerical solution of equations 9.5 and 9.6, it is worth looking at two analytic
approaches that give us some important insight.

9.2 The Zeldovich approximation

A first obvious thing to try in moving into the non-linear regime is to add higher order terms to
our linear perturbation theory (§8). In fact, we can do better by perturbing instead about the above
equations in co-moving coordinates (since these are exact). This was a key new idea due to Zel’Dovich
1970. The nature of the approximation is to assume that the co-moving coordinates can be decomposed
into a time independent part q and a time dependent part that stretches the initial perturbation field
f(q) with time:

r = q + b(t)f(q) (9.7)

1This relies on the infamous Jeans swindle after Jeans (1902). It is, of course, dodgy to “subtract away” the
unperturbed gravitational field. In the unperturbed limit, we have ṙ = r̈ = 0 and therefore ∇Φ0 = 0. But we must
have from the Poisson equation that ∇2Φ0 = 4πGρ0. These can only both be true if ρ0 = 0! The reason the swindle
works is really just that it leads to the answer one gets if doing a proper linearised analysis in GR. Such an approach
is beyond the scope of this course, however, and we must accept the swindle for now.
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Now, initially t = 0, b(t) = 0, r = q and the density is homogeneous ρ = ρ0. We can think of equation
9.7 as a time dependent map from q (a homogeneous Universe) to r (including non-linear structure
growth). Thus, the density that is initially homogeneous will be mapped via the Jacobian of this

transformation (d3r =
∣∣∣ ∂ri∂qj

∣∣∣ d3q):

ρ = ρ0

∣∣∣∣
∂ri
∂qj

∣∣∣∣
−1

= ρ0

∣∣∣∣δij + b(t)
∂fi
∂qj

∣∣∣∣
−1

(9.8)

If we assume that the deformation matrix ∂fi
∂qj

is irrotational, then it is symmetric. Diagonalising it,

we may in general determine the eigenvalues and eigenvectors of this transformation (−α,−β,−γ),
and using the fact that a matrix determinant is simply the product of the eigenvalues, we derive:

ρ = ρ0 [(1− bα)(1− bβ)(1− bγ)]
−1

(9.9)

For perfectly spherical collapse (see next), α = β = γ. But in general, we will have one smaller than
the other two. Thus, the Zeldovich approximation predicts that collapse will proceed first along one
axis to form pancakes. As these pancakes interest, we expect to see filaments. At the intersection of
filaments, nodes (see Figure 9.1). Now, let us linearise equation 9.9 assuming bα, bβ, bγ � 1:

ρ ' ρ0 [1 + b(α+ β + γ)] (9.10)

⇒
δ =

ρ− ρ0

ρ0
' b(α+ β + γ) = b∇ · f (9.11)

Taking the divergence of the equation of motion (9.5), we can eliminate f to obtain an evolution
equation for b(t):

∇ · r̈ = −2
ȧ

a
∇ · ṙ− ∇

2
r∆Φ

a2
(9.12)

⇒
b̈∇ · f = −2

ȧ

a
ḃ∇ · f − 4πGρ0b

a2
∇ · f (9.13)

where we used equation 9.11 to substitute for the over-density δ. Thus:

b̈ = −2
ȧ

a
ḃ− 4πGρ0

a2
b (9.14)

and we may solve for b(t) and, through equation 9.11, also for f .
The above is typically used to set up just-beyond-linear initial conditions for the full N-body

simulations that we will describe in §9.5. A comparison of the Zeldovich approximation, second order
Lagrangian perturbation theory and an N-body simulation (of which more in a moment) are given in
Figure 9.1.

9.3 Spherical collapse

You will have looked at this approximation already on the problem sheet. The special case of spherical
collapse is particularly amenable to analytic treatment. The trick is to think of a spherical perturbation
as a mini-Universe where, from Birkoff’s theorem, we may think of the density now as the mean
enclosed density ρ. Thus, our perturbation is described by the Friedmann equation for a matter
dominated Universe:

ṙ2 − 8πG

3
ρr2 = −kc2 (9.15)

which, writing M = 4/3πr3ρ becomes:

ṙ2 − 2GM

r
= −kc2 (9.16)

and we can simply write down the cycloid solution for closed Universes we already derived in §7:

81



r = r∗(1− cosα) ; t = t∗(α− sinα) (9.17)

Substituting the above into the Friedmann equation, we derive similarly to equation 7.20:

ṙ2 =
r2
∗
t2∗

[
2
r∗
r
− 1
]

(9.18)

and matching terms with the Friedmann equation, we derive:

r∗ = (GMt2∗)
1/3 (9.19)

t∗ = r∗/(
√
kc) (9.20)

We can now use this simple model to study the evolution into the deep non-linear regime. We
will not gain the intuition that pancakes and filaments should form, as we saw from the Zeldovich
approximation (§9.2), since we assume spherical symmetry. But we can imagine that this approach
is reasonable at a node connecting three intersecting pancakes that is point-like. This is where we
expect the highest density structures to form that will ultimately be the sites of galaxy formation.

Structure formation proceeds in three stages:

1. Turnaround: The sphere reaches a maximum radius when ṙ = 0, for which r = 2r∗;α = π; t =
πt∗.

2. Collapse: If perfectly spherical, the collapse will proceed to a singularity (see the problem sheet
for a discussion of this). This occurs for r = 0;α = 2π; t = 2πt∗.

3. Virialisation: In practice, slight departures from perfect symmetry will cause the system to
virialise before it collapses to a point. Virialisation means that 2T + V = 0, where T is the
total kinetic, and V the total potential energy, respectively (c.f. §2). This occurs at a radius rV
where ṙ2

V = GM/rV , which from the Friedmann equation gives: GM/rV = kc2 and therefore
rV = r∗;α = 3π/2; t = (3π/2 + 1)t∗.

The density contrast at ‘collapse’ can be estimated either at r = 0 (full collapse) or r = r∗
(virialisation). The expansion rate of the ‘background’ can be estimated by extrapolating the small
t growth rate of our perturbation into the distant future. Small t means r � r∗ and from equation
9.18, we have:

ṙ '
√

2
r

3/2
∗

t∗r1/2
(9.21)

which integrating gives:

rb ' r∗
(

9

2

)1/3(
t

t∗

)2/3

(9.22)

where now rb is the expansion rate of the background. At virialisation, we can then estimate the local
overdensity as:

δ '
(
r

rb

)−3

(9.23)

which gives δV ' 9
2 (3π/2+1)2 = 147. Some authors argue, however, that rV = r∗ is not reached until

the actual collapse time, for which tc = 2πt∗ rather than tV = (3π/2 + 1)t∗. Using this assumption,
we derive a slightly larger overdensity of δc ' 9

2 (2π)2 = 178 – the ‘collapse’ overdensity.
The above overdensities are typically used as a rule of thumb to define the ‘edge’ of bound structures

– called dark matter halos – that form in cosmological N-body simulations. We define here the ‘virial
mass’ MV and ‘virial radius’ rV as the mass and radius where the mean enclosed density is χ times
the background density:

ρ =
MV

4/3πr3
V

= χρ0 (9.24)
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where the exact value for χ depends on the cosmology and on whether we assume virialisation or
‘collapse’ to define the edge. Typically, χ ∼ 200 is assumed for our standard cosmological model
(ΛCDM).

9.4 The statistics of halo formation

Armed with the spherical top hat collapse model, we can now study the statistics of the formation of
bound dark matter structures called dark matter halos. The initial power spectrum of perturbations
is given from the transfer function (the fit to full Boltzmann code calculations in the early Universe;
equation 8.33) by (Eisenstein and Hu 1999):

k3

2π2
δ2
H

(
ck

H0

)3+n
T 2(k, z)D2

1(z)

D2
1(0)

(9.25)

where δH is the amplitude of perturbations on the Horizon scale, k is the wavenumber, n is the power
law index of initial perturbations (n = 1 is scale invariant) and D1(z) is the linear growth factor of
the Universe (equation 8.28).

The Press-Schechter approach and its refinement – Excursion-set theory – assumes that each
wavelength in the power spectrum collapses individually in a spherical top-hat collapse (Press and
Schechter 1974; Bond et al. 1991). With this assumption, we can calculate the fraction of bound
structures of a given mass in a given volume at a given redshift: the mass function of halos. The
semi-analytic theory gives a remarkable fit to full N-body simulations, but we do not have space to
discuss it in detail here. A good review can be found in Zentner 2007.

9.5 N-body models

The full numerical solution of equations 9.5 and 9.6 is usually done by means of N-body simulations
(e.g. Dehnen and Read 2011). The idea is to sample the overdensity field using discrete sampling
points called ‘particles’ (not to be confused with sub-atomic particles!). The ‘particles’ (we will drop
the quotation marks from here on), then evolve according to the equations of motion: equations 9.5
and 9.6. First, we solve Poisson’s equation for the overdensity, next the forces are estimated and the
particles are integrated forward over some small interval in time.

One problem immediately presents itself: the sheer size of the Universe. We cannot hope to
reasonably sample small scales if simulating the whole shebang. Typically this is circumvented by
modelling instead a cubic patch of the Universe of volume L3. Periodic boundary conditions are applied
so that the simulated Universe is really a infinity of replicas of the small patch. This approximation
is acceptable so long as the Universe is not collapsing on scales comparable to the box size. This
necessarily sets a limit to the redshift down to which a box of a given size can be reliably evolved.
The Universe at redshift z = 0 is still linear on scales ∼ 8 Mpc today, thus the minimum box size
required to evolve a simulation to the present time should be a few times larger than this in co-moving
coordinates ( >∼ 24 Mpc co-moving).

9.5.1 Solving Poisson’s equation

Ignoring the periodic boundary conditions for a moment, the first challenge is to solve Poisson’s
equation for the particles. One simple possibility is to treat the particles as discrete point masses.
Then the (Newtonian) force on a particle i follows from a simple sum over particles j:

Fi =

N∑

j

Gmimj(xj − xi)

|xi − xj |3
(9.26)

where Fij is the force between particle pairs i and j at positions xi and xj and N is the total number
of particles.

This runs into two computational problems. The first is that we must compute O(N) sums for
each particle and thus the algorithm scales as O(N2) which is very slow (i.e. if I increase the number
of particles by a factor 10, the computational costs will increase 100 fold!). Secondly, recall that
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Figure 9.2: The increase in particle number in N -body simulations over the past 50 years for selected colli-
sional (red) and collisionless (blue) N -body simulations1. The solid line shows the scaling N =N02(year−y0)/2

(with N0 = 16 and y0 = 1960 valid for von Hoerner’s calculation) expected from Moore’s law if the costs scale
linearly with N .

these ‘particles’ are merely sampling points in the density field. If two approach one another, they
should not really behave like giant point masses. Yet equation 9.26 has that Fi diverges for xi → xj .
This latter problem is typically solved by introducing a force softening ε such that the force equation
becomes:

Fi =

N∑

j

Gmimj(xj − xi)

(ε2 + |xi − xj |2)3/2
(9.27)

which removes the diverging force for approaching particles.
It is clear that in the limit N → ∞; ε → 0, the above force equation approaches the correct

Newtonian dynamics. But this not not necessarily mean that we will converge for finite N , ε. The
thorny issue of force softening and its relation to real collisionless fluid equations is beyond the scope
of this present course (see Dehnen and Read 2011 for a discussion). But it is worth mentioning a
useful rule of thumb for determining the magnitude of ε. We require that the maximum acceleration
on a particle (amax ' Gm/ε2; where m is the particle mass) is less than the minimum mean-field
acceleration (amin ' GMtot/R

2; where Mtot and R are the total mass and scale length of the system).
This gives:

ε >
R√
Ntot

= εmin (9.28)

Of course, in a cosmological context, it is tricky to decide on what the scale R should correspond to,
but we can think of it as the virial radius of the most massive collapsed object in the box. In practice,
a few times εmin is a ‘safe’ choice. This may all seem a bit voodoo at this stage and, unfortunately,
it remains so at present. There have been many papers exploring different force softening formulae
(called Kernels; e.g. Dehnen 2001) and varying softening (e.g. Power et al. 2003). Luckily most
simulations are not sensitive to these choices and produce converged results for quite different (but
reasonable) choices.

We still have the second problem of O(N2) scaling, however. We can significantly improve on
this by utilising the fact that close interactions are in any case softened. This is incredibly useful
and allows the O(N2) force calculation for direct summation to be reduced to O(N) ln(N), or even
O(N). Such techniques have allowed modern collisionless simulations to keep pace with Moore’s law
(that computer power doubles every two years), which is not the case for direct (collisional) O(N2)
calculation of the force (see Figure 9.2). We now describe two popular methods for achieving this vast
improvement in speed.

1Our selection was taken from the review paper Dehnen and Read 2011.
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Figure 4.3: Subdivision of a particle distribution in 2D (from Pfalzner 1996).

Figure 4.4: A final spatial division of a particle distribution (left) and its corresponding
tree structure (right) (from Pfalzner 1996).

34

Figure 9.3: Subdivision of space in to a grid or mesh. The particles are shown as black filled circles.

9.5.1.1 Fourier techniques

In the Fourier method, we divide space up into a grid or mesh (see Figure 9.3). It is assumed that
the the matter in each cell is concentrated at the centre. Provided the mesh is fine enough that it is
smaller than the mean inter-particle separation, the fact that our system is collisionless means that
we do not need to resolve below this scale. (This is ultimately the reason why collisionless systems
are so much easier to deal with than, for example, gas dynamical systems where the smallest scale
which ought to be resolved is the molecular mean free path.)

The key idea is then to write the gravitational potential as a convolution:

Φ(x) =

∫
G(x− x′)ρ(x′)d3x′ = G ∗ ρ (9.29)

which defines the Green’s function for the Poisson equation:

G = − G

|x− x′| (9.30)

As above, it is more usual to use a softened Green’s function that does not diverge for x = x′. For
Plummer force softening, we have:

G = − G√
ε2 + |x− x′|2

(9.31)

As you may remember, the Fourier transform of a convolution is given by:

F.T. {Φ(x)} = G̃(k)ρ̃(k) (9.32)

where G̃(k) = F.T. {G(x)}, and similarly for ρ̃(k).
Now, we know G̃(k) analytically and so the only hard work which remains is in finding ρ̃(k).

This may be done very rapidly by using the method of Fast Fourier Transforms (FFTs). For more
information on this algorithm, the reader is referred to the excellent Press et al. 1992. Thanks to the
Fast Fourier transform, this method scales as O(N lnN) which is a dramatic improvement on N2.
Forces may be similarly calculated by noting that:

∇xΦ(x) =

∫
∇xG(x− x′)ρ(x′)d3x′ = ∇xG ∗ ρ (9.33)

which simply gives us a different – but also analytic – Green’s function for the force calculation.
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There is some additional complication in how the particles are mapped onto the grid cells and
how the forces are then mapped back on to the particles. Also, in practice, adaptive meshes are often
employed rather than a fixed grid to put resolution only where it is needed. A more detailed account
of this method that includes these complications is presented in Binney and Tremaine 2008.

9.5.1.2 Tree techniques

The other obvious thing to do is to solve the multipole expansion. In practice, this is often combined
with tree techniques. The density is represented by particles, as in the direct summation technique,
but now we divide up space into a tree structure (see Figure 9.4). At the base of the tree is the root
node. This is then subdivided into branches of the tree which are themselves subdivided until we
arrive at one particle per sub-division – the leaves of the tree. The tree can be built by dividing space
in a number of different ways. A popular choice is the oct-tree where each parent cube is divided into
eight equal children (also called the Barnes and Hut oct-tree after Barnes and Hut 1986). This is
useful because all cells are cubic. But other, more complicated, choices can be better. Binary trees,
for example, divide the cubes into two halves which leads to rectangular cells, but a more adaptive
(and therefore more efficient) space division (see e.g. Stadel 2001).

Having built the tree, we calculate the potential of each tree node as:

Φnode(r) = −G
∫

node

d3x
ρ(x)√

ε2 + |r− x|2
(9.34)

where x is the distance to the centre of mass of the node, and we have used the softened potential
corresponding to the softened force of equation 9.27 (other choices of softening Kernel are also possible;
see e.g. Dehnen 2001). For particle simulations, the density within the node is a sum over delta
functions:

ρnode(x) =
∑

α

mαδ(|x− xα|) (9.35)

where xα is the distance from the centre of mass of the node to one of the particles.
Substituting equation 9.35 in 9.34 then gives:

Φnode(r) = −G
∑

α

mα√
ε2 + |r− xα|2

(9.36)

Now, since |r| � |xα|, we may Taylor expand2 the square root to give:

Φnode(r) = −G
∑

α

mα

(
1

s
+
rix

α
i

s3
+

3

2

rix
α
i rjx

α
j

s5
+ ...

)
(9.37)

where s2 = ε2 + |r|2 and we use the summation convention3.
The above is just the multipole expansion for the node in Cartesian coordinates. The first term

is the monopole, the second the dipole – that must be zero because we use coordinates about the
centre of mass, and the third is the quadrupole. It is useful because the dependence on r now falls out
linearly: we may calculate these multipole sums for each node and then sum over all nodes to obtain
the potential at a given point. This presents us with a trade-off between building more branches in
the tree and including more multiple moments: both give increased force accuracy. Branching the
tree is controlled by the opening angle θ, which is defined by comparing the size of the quadrupole
term with the monopole term for a node:

1

s5

∑

α

mαx
α
i x

α
j rirj < θ2 1

s

∑

α

mα (9.38)

If the size of one size of the cubic node is ∼ l and s ∼ r, then the above reduces to:

l

r
< θ (9.39)

2see Appendix D.
3see appendix B.
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Figure 9.4: Schematic illustration of the Barnes and Hut oct-tree in two dimensions. The particles are
first enclosed in a square (root node). This square is then iteratively subdivided in four squares of half
the size, until exactly one particle is left in each final square (the leaves of the tree). In the resulting
tree structure, each square can be a ‘parent’ of up to four ‘children’. Note that empty squares need
not be stored. For a three-dimensional simulation, the tree nodes are cubes instead of squares.

which is the branching criteria proposed by Barnes and Hut 1986. Other branching criteria can
compare the size of higher order moments (e.g. hexadecapole) giving different trade-offs between
having more branches on the tree versus a more accurate force calculation for each node (see e.g.
Springel et al. 2001).

The above algorithm scales as O(N) lnN . This can be simply understood by considering a binary
tree for a constant density particle distribution. The space is continually subdivided until we have one
particle per cell – this is ∼ the scale of the force softening ε. For constant density, each subdivision
halves the number of particles. Thus, the total number of particles N can be written as n subdivisions:

N = 2n (9.40)

⇒
lnN = n ln(2) (9.41)

and after n ∼ lnN subdivisions, we reach the leaf nodes. Then, for each particle we ‘walk the tree’
to calculate the force, by summing over the nodes. This requires lnN force computations per particle
giving overall ∼ O(N) lnN time.

In fact, we can do even better than the above by calculating the forces between nodes, rather than
between particles and using the symmetry of the gravitational force between node-paris. A careful
ordering of the sums can reduce the order of the algorithm further to O(N) (see Dehnen 2000). This
improvement is just becoming really important. With state-of-the-art simulations now using O(109)
particles, we can obtain speed-ups of ∼ 20 by eliminating the lnN dependence. This is why, for
gravity only simulations, tree techniques remain faster for a given accuracy than Fourier methods,
and are the de-facto choice.

9.5.2 Periodic boundary conditions

So far, we have ignored the periodic boundary conditions. For Fourier methods, these are easy and
natural to implement since the Fourier transform implicitly applied periodicity. More complicated is
applying periodic boundary conditions for tree codes. This is typically done using Ewald’s method
(Ewald 1921), which was originally invented for solid-state physics and imported to this field by
Hernquist et al. 1991. We defer the interested reader to these texts (but note an error in their eq.
2.14b as pointed out by Klessen 1997).

9.5.3 Time integration

9.5.3.1 The Simple Euler integrator

This section largely follows our review article Dehnen and Read 2011. Having calculated the force
on the particles, we must then evolve them forwards in time. It is tempting to use the simple ‘Euler
method’. Defining a timestep ∆ti for a particle i, we can update its position and velocity as:

xi(t+ ∆t) = xi(t) + ẋi∆ti (9.42)
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ẋi(t+ ∆t) = ẋi(t) + ẍi∆ti (9.43)

where ẍi,0 is the acceleration evaluated at t0. However, while this is conceptually straightforward, such
a scheme performs very poorly in practice. The Euler method is nothing more than a Taylor expansion
in ∆t about t to first order. Thus, the errors will be proportional to ∆t2. We can significantly
improve on this at little additional computational cost by using either a symplectic integrator and/or
a ‘higher order’ integrator – i.e. one that has an error that goes as ∆tn, with n > 2. Symplectic
integrators precisely solve an approximate Hamiltonian and have the advantage that, as a result,
energy is manifestly conserved in a time-averaged sense. This means that energy errors are bounded
and will not grow even over many thousands of dynamical times. Higher order integrators give
smaller errors for the same timestep, but do not necessarily conserve energy. Here we focus only on
the symplectic “leap-frog” integrator that is the de-facto choice for cosmological simulations. Higher
order and non-symplectic integrators are discussed in Dehnen and Read 2011.

9.5.3.2 The Leapfrog integrator

The leapfrog integrator is an example of a symplectic integrator. The idea is to replace the Hamiltonian
H, with an approximate form:

H̃ = H +Herr (9.44)

where Herr is the error Hamiltonian. Provided that H̃ and H are time-invariant, the energy error is
bounded at all times (e.g. Yoshida 1993). The goal is to find a H̃ that can be solved exactly by simple
numerical means and that minimises Herr. Defining the combined phase-space coordinates w = (x,p)
we can re-write Hamilton’s equations as:

Hw = ẇ, (9.45)

where H ≡ {·, H} (with {A,B} ≡ ∂xA·∂pB − ∂xB·∂pA the Poisson bracket) is an operator acting on
w. Equation (9.45) has the formal solution

w(t+ ∆t) = e∆tHw(t) (9.46)

where we can think of the operator e∆tH as a symplectic map from t to t+ ∆t. This operator can be
split into a succession of discrete but symplectic steps, each of which can be exactly integrated. The
most common choice is to separate out the kinetic and potential energies, H = T (p) + V (x), such
that we can split

e∆tH = e∆t (T +V) ' e∆tV e∆t T = e∆t H̃. (9.47)

Because the operators T ≡ {·, T} and V ≡ {·, V } are non-commutative, the central relation in equa-
tion (9.47) is only approximate. This operator splitting is extremely useful, because, while equa-
tion (9.45) has in general no simple solution, the equivalent equations for each of our new operators
do:

e∆t T
[
x
p

]
=

[
x + ∆tp

p

]
and e∆tV

[
x
p

]
=

[
x

p−∆t∇V (x)

]
. (9.48)

These operations are also known as drift and kick operations, because they only change either the
positions (drift) or velocities (kick). Note that the drift step in (9.47) is identical to the simple Euler
method (equation 9.42), while its kick step is not identical, because the acceleration is calculated
using the drifted rather than the initial positions. The integrator that applies a drift followed by a
kick (equation 9.47) is called modified Euler scheme and is symplectic.

It is clear from the similarity between modified and un-modified Euler schemes that both are only
first order accurate. The error creeps in because of the approximation used to split the operators in
equation (9.47). We can do better by concatinating many appropriately weighted kick and drift steps:

e∆t H̃ =

N∏

i

eaiV ebiT = e∆tH+O(∆tn) (9.49)

with coefficients ai and bi chosen to obtain the required order of accuracy n. From equation (9.49),
we see that: (i) the approximate Hamiltonian H̃ is solved exactly by the successive application of the
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Figure 9.5: Left Comparison of the Leap Frog integrator (black); a 4th order non-symplectic Hermite scheme
(red); and time symmetric Leap Frog using variable timesteps (blue) for the integration of an elliptic (e = 0.9)
Kepler orbit over 100 periods. In the first two cases a fixed timestep of ∆t = 0.001 torb was used. Middle
The fractional change in energy for the Kepler problem for various flavours of the Leap Frog integrator: fixed
timesteps (black); variable timesteps (red); and symmetric variable timesteps (blue). Right A schematic
diagram of a variable timestep scheme, where particles are arranged in a hierarchy of timestep rungs in powers
of two. Particles can move between rungs at synchronous steps shown in red.

kick and drift operations (Yoshida 1993); and (ii) H̃ approaches H in the limit ∆t → 0, and/or the
limit n → ∞. At second order (n = 2), and choosing coefficients that minimise the error, we derive

the leapfrog integrator: e∆tH+O(∆t3) = e
1
2 ∆tVe∆t T e

1
2 ∆tV . Writing out each of these operations using

equations (9.48) we have (subscripts 0 and 1 refer to times t and t+ ∆t, respectively):

ẋ′ = ẋ0 + 1
2∆t ẍ0 (9.50)

x1 = x0 + ∆t ẋ′ (9.51)

ẋ1 = ẋ′ + 1
2∆t ẍ1 (9.52)

where ẍ0 = −∇V (x0) and ẍ1 = −∇V (x1), while the intermediate velocity ẋ′ serves only as an
auxiliary quantity. Combining equations (9.50-9.52) we find

x1 = x0 + ∆t ẋ0 + 1
2∆t2 ẍ0 (9.53)

ẋ1 = ẋ0 + 1
2∆t (ẍ0 + ẍ1) (9.54)

which are the familiar Taylor expansions of the positions and velocities to second order in ∆t.
In principle, one may combine as many kick and drift operations as we choose to raise the order

of the scheme. However, it is impossible to go beyond second order without having at least one ai
and one bi coefficient in equation (9.49) be negative (Sheng; Suzuki 1989; 1991). This involves some
backwards integration which is problematic when using varying timesteps—especially if time symmetry
is required4.

In practice, most modern codes also employ variable timesteps, typically in a hierarchy of timestep
rungs (see Figure 9.5, right panel). This breaks the symplectic nature of the leap frog integrator and
in principle time averaged energy conservation is no longer guaranteed. This can be circumvented by
the use of time-symmetric variable timesteps (Dehnen and Read 2011). While not symplectic, time
symmetric schemes also show excellent long term energy conservation.

In the left panel of Figure 9.5, we compare the integration of a simple Kepler orbit with an
eccentricity of e = 0.9 for the leapfrog integrator with fixed (black) and variable (blue) timesteps, and
a non-symplectic fourth order ‘Hermite’ integrator with fixed timesteps (red; see Dehnen and Read
2011 for details). The middle panel compares energy conservation for the leap-frog integrator with

4Recently, Chin and Chen 2005 have constructed fourth-order symplectic integrators which require only forwards
integration. To achieve this, rather than eliminate all the errors by appropriate choice of the coefficients ai and bi,
they integrate one of the error terms thus avoiding any backward step. Their method requires just two force and one
force gradient evaluation per time step. It has not yet found wide application in N -body dynamics, but could be a very
promising avenue for future research.
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fixed (black), variable (red) and variable time-symmetric (blue) timesteps. For the leapfrog integrator
with fixed timesteps (black), the energy fluctuates on an orbital time scale, but is perfectly conserved
in the long term. This can be seen also in the orbit (left panel) that precesses, but does not decay. By
contrast, the Hermite integrator that is not symplectic but is more accurate shows smaller phase error,
but does decay with time. Best of all is the leapfrog integrator with variable symmetric timesteps
(blue). This has very small orbital error (left panel), and excellent long-term error properties.

The time symmetric variable time step leapfrog used ∼ a quarter of the force calculations required
for the fixed-step integration while giving over an order of magnitude better energy conservation. This
is why variable timesteps are an essential ingredient in modern N -body calculations.

9.5.4 Initial conditions

These are usually set up by distorting a lattice of particles using the Zeldovich approximation (§9.2).
Typically, this allows us to evolve the CMB fluctuations at z ∼ 1000 down to z ∼ 50. This is a
huge advantage since the Universe is so close to being homogeneous at these early times that the tiny
differences in force cause numerical problems, particularly for tree codes.

The initial power spectrum of perturbations is taken from the numerically calculated transfer
function (equation 9.25) for an assumed Universe-composition. As already discussed, these fluctuations
depend both on the physics of the very early Universe and on the nature of dark matter (c.f. Figure
8.1). We will focus here on the effect of the dark matter fluid on these initial fluctuations since this is
the focus of this course. The effects cannot be strong on large scales or we would fail to successfully
fit the CMB data. The effects on small scales are not well-probed by the CMB, but these evolve into
the non-linear regime and so can be probed instead in the nearby Universe. This is why non-linear
structure formation will give us unique information about the nature of dark matter. We will consider
just one example of modified dark matter here: warm dark matter.

9.6 Warm versus cold dark matter

So far, we have assumed that dark matter is a collisionless non-relativistic fluid. But suppose that it
starts out relativistic for a time and then undergoes a phase transition to a non-relativistic fluid. In
this case, structure formation will be suppressed during the relativistic phase. Whether this happens
or not depends on what dark matter is. If we suppose that it is some new particle, then heavy particles
will be non-relativistic, while light particles can show some initial relativistic behaviour, depending
on how they are produced (e.g. Boyarsky et al. 2009b). The energy of such a dark matter particle of
mass mχ is given by:

E2 = m2
χc

4 + p2c2 = γ2m2
χc

4 (9.55)

which, rearranging, gives the particle velocity vp as:

vp
c

=
pc√

m2
χc

4 + p2c2
(9.56)

Now, in an expanding FLRW metric Universe, the momentum scales inversely proportional to the
scale factor a: p ∝ mχ/a (this just follows from Hubble’s law). Thus, we may write p = mχcanr/a,
where anr is the scale factor at the moment when the dark matter switches from a relativistic to a
non-relativistic equation of state (at a redshift znr). Substituting this, we obtain:

vp
c

=
anr√
a2 + a2

nr

(9.57)

Which is called the ‘free-streaming’ velocity. The total distance that dark matter can free stream up
to this moment is then given by the age of the Universe at znr times the free streaming velocity. This
determines the ‘free streaming’ length Rf (e.g. Bode et al. 2001):

Rf ' 0.2(Ωχh
2)1/3

( mχ

1 keV

)−4/3

Mpc (9.58)
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where Ωχ is the density parameter for the warm dark matter.
The above leads to a ‘filtering mass scale’ (e.g. Avila-Reese et al. 2001):

Mf '
4π

3
ηρ0R

3
f (9.59)

where η is the over-density for the collapsing dark matter structure. Thus, we expect dark matter
halo formation to be suppressed below ∼Mf at a redshift znr.

A second effect that happens is that the free streaming velocity imprints some intrinsic velocity
dispersion in the dark matter (hence the name warm dark matter). Assuming a dispersion of σ ∼ vp,
this dispersion sets a maximum phase space density for the dark matter particles (Tremaine and Gunn
1979). Assuming a Maxwellian distribution of velocities, we have:

f(v) = ρ0

(
1

2πσ2

)3/2

exp

(
− v2

2σ2

)
(9.60)

and the maximum phase space density is fmax = ρ0

(
1

2πσ2

)3/2
.

The maximum phase space density sets a ‘core’ radius for the warm dark matter halos that is
given by (Tremaine and Gunn 1979):

rc
>∼ 32

(
10 km s−1

σ

)1/2(
keV

mχ

)2

pc (9.61)

Because of the above, it is often stated that warm dark matter ‘leads to large cores in dark matter
halos’. Let’s examine this claim a little. Suppose we want a ∼ 1 kpc core inside a galaxy of mass
1010 M� (rather like the Large Magellanic Cloud that we have encountered previously). Assuming a
central dispersion of σ = 10 km/s (which is conservative), equation 9.61 gives mχ = 0.18keV. Putting
this into equation 9.58, we obtain Rf ∼ 0.9 Mpc, which would entirely erase galaxies of the size of
the LMC from the Universe! (For a more detailed version of this argument, see Macciò et al. 2012.)
Thus, the ‘core’ effect in warm dark matter can only be significant if we can decouple the thermal
relic velocity of the particle from its free streaming length. This is possible if more exotic warm dark
matter models are used (e.g. Strigari et al. 2007).
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Lecture 10

Key results from structure
formation simulations

In this lecture we present the key results from structure formation simulations for the expected dark
matter distribution in the Universe. We consider both warm and cold dark matter cosmologies, as well
as discussing the effect of normal baryonic matter on the observed and actual dark matter distribution.

10.1 Key results from structure formation simulations (ignor-
ing baryonic physics)

Now that we have an understanding for how such simulations are conducted, we present here the key
results from structure formation simulations under various assumptions about the cosmology, initial
conditions, and the nature of the dark matter fluid. We will start by ignoring the baryons in the
Universe, modelling only the dark matter fluid and therefore only gravity. In §10.2, we will discuss
the role baryons play and how much more complicated things then become – particularly on small
scales. An example of an N-body simulation for our standard cosmological model is given in Figure
10.1 taken from Bode et al. 2001.

10.1.1 The halo mass function

The simplest thing we can measure from the simulations is the number of dark matter halos of a given
mass within a given volume: the halo mass function. The halo mass function as a function of redshift
for our standard cosmology, and for a warm dark matter mode, is given in Figure 10.2 (taken from
Bode et al. 2001). If we imagine that at the centre of each dark matter halo there is a visible galaxy,
then we can compare this predicted halo mass function with the number of galaxies of a given mass in
the Universe. As we discuss in 10.2, however, this comparison is complicated by the physics of galaxy
formation.

Note that the low mass end of the halo mass function in the warm dark matter simulation has a
sudden upturn. This used to be taken as evidence for fragmentation, but is now understood to be a
numerical error (Wang and White 2007; and see right panel of Figure 10.2). Raising the numerical
resolution moves this feature to lower masses, but extremely slowly (Wang and White 2007). This has
led to the development of new and more accurate N -body techniques (e.g. Hahn et al. 2013; Hobbs
et al. 2016). However, these are still at the bleeding edge of current research at the time of writing
and have not yet been used for large-scale simulations.

10.1.2 The dark matter density distribution

In addition to simply adding up all of the bound dark matter structures in a given volume (the mass
function), we can also study the internal density distribution of these dark matter structures. Dubinski
and Carlberg 1991 were the first to notice that dark matter halo density profiles can be reasonably
well fit by a split power law profile:
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WARMCOLD HOT

Figure 10.1: A comparison of three N-body simulations. From top to bottom the panels show the time
evolution in redshift of the simulations: z = 3, 2, 1. From left to right, the dark matter ‘temperature’
is changed from cold to warm to hot dark matter (cold dark matter; mχ = 350 eV; mχ = 175 eV).
Notice that as the dark matter temperature is increased, structure formation is delayed and the
smallest structures are erased.

ρ(r) = ρ0

(
r

r0

)−α(
1 +

r

r0

)α−β
(10.1)

In the limit r � r0, equation 10.1 tends to ∼ ρ0

(
r
r0

)−α
; in the limit r � r0 it tends to ∼ ρ0

(
r
r0

)−β
.

Thus α describes in the inner logarithmic slope of the density profile and β the outer slope. Dubinski
and Carlberg 1991 suggested α ∼ 1; β ∼ 4 which is called a Hernquist profile (Hernquist 1990; and see
Figure 10.3 left panel). Navarro et al. 1996b went on to show that the above split power law profile
appears to be universal. That is, the same profile fits subhalos orbiting within a galaxy, galaxy halos,
and cluster halos. They favoured a slightly shallower outer slope of β = 3 which has become known
as the ‘NFW’ profile.

As the resolution of such simulations continues to improve it is becoming clear that a perfect split
power law is not an adequate fit anymore (e.g. Merritt et al. 2006; Merritt et al. 2006; Stadel et
al. 2009). Instead, it seems that the logarithmic slope continues to evolve smoothly as a function of
radius with no clear large or small radius asymptote (see Figure 10.3, right panel).

10.1.3 The local dark matter phase space distribution function

A final interesting thing we can extract from such simulations is the phase space density of dark matter.
This is important for experiments that hope to detect a dark matter particle in the laboratory. We
will discuss this in more detail in later lectures.
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No. 1, 2001 HALO FORMATION IN WARM DARK MATTER 103

FIG. 8.ÈAverage number of satellites, as a function of the mass of the
parent halo. See text for method of satellite identiÐcation.
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Figure 9. The cumulative halo mass function in eight simula-
tions of an HDM universe. Seven of these start from the same re-
alisation of the HDM density fluctuation field within a 100Mpc/h
box, but use different initial particle loads. One follows evolution
within a 200Mpc/h box in order to better constrain the high mass
end of the mass function. Simulations starting from a glass initial
load are indicated by solid lines, while those starting from a grid
are indicated by dashed lines. The number of particles in each

simulation is indicated by labels in the upper panel. The dotted
line in this panel is an approximate power-law fit to the low-mass
end of the mass function, and the lower panel replots the mass
functions relative to this power law in order to emphasise the up-
turn due to discreteness effects. Dashed vertical lines separated
by factors of two provide a rough indication of the scale where
spurious halos start to dominate in the various cases. The haloes
here were identified using an FOF algorithm with b = 0.2 (Davis
et al 1985).

somewhat larger masses in the glass case than in the grid
case. Notice also that the upturn for the N = 2563 glass
simulation in a 200h−1Mpc box agrees very well with that
for the N = 1283 glass simulation in a 100h−1Mpc box. This
confirms that it is the mean interparticle separation which
sets the mass scale, rather than properties of the simulation
code or of the particular HDM realisation simulated.

If we take the effective lower resolution limit of our
HDM simulations to be given by the dashed vertical lines
in the lower panel of Fig. 9, we find that it can be expressed
as Mlim = 10.1 × ρ̄ d k−2

peak, where ρ̄ is the mean density of
the universe, kpeak is the wavenumber at the maximum of
∆2(k), the dimensionless power per ln k in the linear initial
conditions, d = N−1/3L is the mean interparticle separation,
N is the number of simulation particles, and L is the side
of the computational box. For our HDM initial conditions
kpeak = 4.2×λ−1

fs = 0.1×(mν/30eV )Mpc−1. The coefficient
in our expression for Mlim is estimated directly from our
HDM results. It may depend significantly on the shape of
the primordial power spectrum and so need modification for
WDM initial conditions. The scaling Mlim ∝ N−1/3 should
still hold in this case, however. Comparing our formula
without modification to the numerical results of Bode et al.

(2001) using kpeak = 2.3 and 1.1 Mpc−1, as appropriate
for their two WDM models, gives Mlim = 3 × 1010 and
1.2 × 1011h−1M". These values agree well with the upturns
in the mass functions which they plot in their Fig. 9. Thus
with a parametrisation based on the wavenumber at the
peak of ∆2(k), the dependence on the overall shape of the
power spectrum appears to be weak.

This effective resolution limit is unfortunate news for
simulations of HDM and WDM universes. In our high-
est resolution HDM model, for example, the N = 5123

glass simulation of a 100Mpc/h box, the resolution limit is
Mlim = 8.8 × 1012h−1M", which corresponds to a clump of
4300 simulation particles. Thus only halos with 5000 parti-
cles or more can be considered reliable. This is two or three
orders of magnitude below the masses of typical big halos in
the simulation. Contrast this with simulations of CDM uni-
verses where the positions, velocities and masses of haloes
are reasonably well reproduced even for objects with about
100 simulation particles, giving a logarithmic dynamic range
which is about twice as large. Furthermore the effective dy-
namic range in halo mass increases in proportion to N for
CDM simulations, but only in proportion to N1/3 in HDM
or WDM simulations.

These results are interesting for the question of whether
WDM models can reproduce the observed properties of
dwarf satellite galaxies in the Milky Way. Available kine-
matic data for dwarf spheroidals suggest that they are sit-
ting in dark matter halos with maximum circular velocities
of order 30 km/s (e.g. Stoehr et al. 2002; Kazantzidis et al.
2004) corresponding to masses (for an isolated object) of
about 1010M". After discounting the spurious low-mass ha-
los, the mass functions shown in Fig. 9 of Bode et al. (2001)
demonstrate that halos of such small mass are not expected
for a WDM particle mass of 175 eV and are still strongly
suppressed relative to ΛCDM for a mass of 350 eV. We in-
fer that WDM particle masses well in excess of 500 eV will
be necessary to produce “Milky Way” halos with sufficient
substructure to host the observed satellites. This is, however,
less stringent by a factor of several than constraints based
on structure in the Lyman α forest (e.g. Viel et al. 2006).
It will be interesting to carry out simulations of sufficient
resolution to test whether the internal structure of subhalos
in a WDM universe is consistent with that inferred for the
halos of Milky Way dwarfs. The resolution limitations we
have explored in this paper imply that, although possible,
this will be a major computational challenge.
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Figure 10.2: Left: The halo mass function: the cumulative number of halos of mass greater than M
as a function of M (from Bode et al. 2001). The solid lines show results at redshifts z = 1 and z = 4
for cold dark matter (CDM); the dashed lines show the same for warm dark matter (WDM). The
sudden upturn at M ∼ 5 × 1010 for the warm dark matter simulation is a numerical error. Right:
The halo mass function for a WDM simulation of increasing resolution (from Wang & White 2007).
Notice that the upturn in the mass function moves very slowly to lower masses.

10.2 The importance of baryonic physics

So far we have discussed solving the non-linear growth of structures under gravity in an expanding
FLRW spacetime. But the baryonic matter is also subject to pressure forces and other more complex
physics like gas cooling, star formation, and energy injection due to exploding stars (supernovae).
These processes become increasingly important as we move to smaller and smaller scales and can
affect the observed and even the actual distribution of dark matter in the Universe. We can divide
baryonic effects into two main branches: observational effects that change the way we see the Universe
but do not fundamentally alter the underlying dark matter distribution; and dynamical effects that
physical alter the dark matter structure. We discuss these in turn, next.

10.2.1 Observational effects

These baryonic effects do not physically alter the distribution of mass (mostly dark matter) in the
Universe. Instead, they bias our view of the matter distribution by having a complex mapping between
dark and visible structures. On very small scales, for example, inefficient star formation – that can
be a function both of galaxy mass and environment – can makes small galaxies difficult to see in star
light, or gas absorption/emission. If we simply count galaxies, we might expect then to see a rather
different distribution that that expected from the dark Universe alone. We discuss this in more detail
in the next lecture.

10.2.2 Dynamical effects

On the very smallest scales, the baryons can cool and actually dominate the gravitational potential.
There it is conceivable that they actually physically alter the distribution of dark matter, even if dark
matter and baryons interact only gravitationally. This is problematic since such alterations could
erase information about the nature of the dark matter fluid. To explore the importance of this, let
us suppose that we can crudely divide baryonic processes into two discrete events: inflow – i.e. how
baryons get into the dark matter halos; and outflow – i.e. how they get out again. Furthermore, to
keep things fully analytic, let us suppose that we can treat both the baryonic matter and the dark
halo as point masses, and assume that the dark halo is constructed of particles moving on circular
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Figure 1. The upper panel shows the density profile of GHALO2 and its
lower resolution realizations. The measured convergence radius at each step
in resolution is indicated by tick marks above the curves, while the analytical
estimate according to Power et al. (2003) is shown by those below the
curves in the top panel. The middle panel shows the logarithmic slope for
each of the simulations, as well as the VL2 simulation in magenta. The
lower panel shows the residuals of the GHALO2 simulation with respect
to two-parameter fitting functions: NFW (blue) and Dehnen–McLaughlin
(green), as well as three-parameter fitting functions: SM profile (black);
Einasto (red); generalized NFW (cyan), Dehnen–McLaughlin (magenta)
and Prugniel–Simien (yellow).

which we term the SM profile (Stadel & Moore, in preparation). It
is linear in this plot down to a scale Rλ beyond which it approaches
the central maximum density ρ0 as r → 0. We also note that if one
makes a plot of d ln ρ/d ln(1 + r/Rλ) versus ln(1 + r/Rλ) then this
profile forms an exact straight line with slope −2λ.

Table 1 lists the best-fitting parameters for several functions: the
SM-profile; the restricted Hernquist (α, β, γ ) profiles (Hernquist
1990; Zhao 1996); the Einasto profile (Einasto 1969; Navarro et al.
2004)

ρ(r) = ρ−2 exp
{
−2/α

[
(r/R−2)α − 1

]}
(2)

and the Prugniel & Simien (1997) profile

ρ(r) = ρ ′(r/Re)−pα exp
[
−bα(r/Re)α

]
, (3)

where pα = 1 − 0.6097α + 0.05463α2 and bα = 2/α − 1/3 +
0.009876α (for α < 2, see Merritt et al. 2006) such that when
projected one obtains a Sérsic profile (Sérsic 1963).

The residuals shown in Fig. 1 show that the SM profile provides a
slightly better fit than all the models for the inner, more consistent,
part of the profile. Furthermore, it is the only three-parameter model
where the third parameter has a consistent value for the two different
simulations. For this reason, we also list this model as a possible two-
parameter model, fixing λ = 0.1. The Einasto profile also provides
an excellent fit to the density profiles of the two simulations.

3.2 Convergence of halo shape

The convergence of the shape parameters (see also Allgood et al.
2006) for GHALO in Fig. 2 shows that it is highly prolate over all
resolved regions with b/a = c/a ≈ 0.5. At the halo centres, the
shape diverges quickly to a more spherical configuration. This is
likely due to the orbital distribution being modified by the effects
of resolution and softening. In this region, the velocity distribution
function is also strongly affected.

We estimate the convergence in the shape to be achieved at 0.38,
0.80, 3.0, 15 kpc for GHALO2,3,4,5, respectively, a radius that is
roughly three times the inferred convergence radius of the density
profile. The convergence radii for the shapes for GHALO3,4,5 are
such that inside this the shape parameters deviate from GHALO2

by 10 per cent or more (generally becoming more triaxial). The fact
that the variation in shape has little impact on the density profile
can be understood by comparing the density profile taken in a 15◦

cone about the major, a, axis and the minor, c, axis (Jing & Suto
2002). The &2 for the fits to the various density profiles remains
roughly consistent (the ordering of best-to-worst-fit functional form
stays the same with the SM and Einasto profiles being significantly
better than, for example, generalized NFW) between the two axial
density profiles, although the best-fitting parameters vary. Due to
the prolate shape, the density profile parameters for the short axis
are similar to the ones presented in Table 1.

3.3 Phase-space density profile

It has been pointed out (Taylor & Navarro 2001; Dehnen 2005;
Dehnen & McLaughlin 2005) that the PSD proxy, ρσ−3, versus R
is a power-law for CDM haloes, and several new fitting functions for
the density profile have been proposed using this fact as a starting
point such as the Dehnen–McLaughlin models. When averaged in
shells, ρ(2πσ 2)−3/2 is remarkably well fitted by a power law with
the slope of −1.84 as shown in Fig. 3. However, it is interesting
to compare this spherically averaged estimate with the true six-
dimensional PSD.

The code ENBID (Sharma & Steinmetz 2006) has improved on
earlier work by Ascasibar & Binney (2005) in calculating better
estimates of the six-dimensional phase-space volume occupied by
each particle and hence the PSD. Taking the mean ENBID PSD in
logarithmic shells, we see that the closest subhalo at 1.8 kpc stands
out prominently and subhaloes at larger radii begin to dominate
the mean. Using a method based on a six-dimensional Voronoi
tessellation, Arad, Dekel & Klypin (2004) also showed that the
subhaloes form a dominant contribution to the PSD. This fea-
ture of using the ENBID PSD can be turned to great advantage
in identifying subhaloes and other substructures such as phase-
space streams. However, removing the effect of subhaloes with
fenbid > 100 M& kpc−3 (km s−1)−3 from the mean, we extend the

C© 2009 The Authors. Journal compilation C© 2009 RAS, MNRAS 398, L21–L25

Figure 10.3: Top left: The dark matter halo density profile found numerically by Dubinski & Carlberg
1991. The solid, dashed and dotted lines show power law exponents of −1,−2 and −3, respectively.
The solid line shows a fit using equation 10.1 with α = 1; β = 4 (a Hernquist profile). The densities are
given relative to the critical density of the Universe ρc. Bottom left: The same found numerically by
Navarro, Frenk & White 1996 but for halos spanning four orders of magnitude in mass. They favour
a fit (solid line) with β = 3. The same functional form gives a good representation (at the 10% level)
to all of their halos. Right: The density profile found recently in the multi-billion particle ‘G-halo’
simulation from Stadel et al. 2009. Notice that the logarithmic slope has no clear asymptotes. None
of the simple analytic forms proposed so far (bottom panel, coloured lines) give an excellent fit to the
data.

orbits. These assumptions are rather crude, but illustrate the key principles. Now, let’s consider the
inflow and outflow phases separately.

10.2.2.1 Inflow

10.2.2.1.1 Adiabatic (slow) inflow One extreme is that the baryons flow in adiabatically – that
is slowly with respect to the local dynamical time. In this case, dark matter particle orbits will
conserve their adiabatically invariant actions (see Appendix G). Assuming point masses means – as
for any spherically symmetric matter distribution – the angular momentum is an action. Now, let us
imagine that the dark matter halo is constructed entirely of particles moving on circular orbits. In
this case, we may write for the specific angular momentum j of a dark matter particle:

j2 = GMiri = GMtrt (10.2)

where ri is the initial circular orbit radius, rt is the final orbit radius, and Mt = Mi+Mb is the sum of
the dark matter mass initially enclosed within ri, and Mb is the mass in baryons adiabatically added.
Rearranging gives us the final radius:
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rt =
Miri

Mi +Mb
(10.3)

Thus, the radii do indeed contract in response to the addition of baryonic matter. The effect is
significant if Mb

>∼Mi – i.e. the mass of baryons is similar to or greater than the enclosed dark matter
mass within ri.

Following early work by Young 1980 and Blumenthal et al. 1986, it was thought until the mid-90’s
that this inflow phase is the dominant effect that baryons can have on a dark matter halo. Thus,
the thinking went, we should expect once baryons are added that the dark halo is more dense than
the simple predictions from dark matter only simulations. As we shall see, however, both the inflow
phase and a subsequent outflow phase can lead to expansion of the dark matter halo. As a result, the
situation is not so clear. We must get the details of galaxy formation right if we wish to understand
the distribution of dark matter inside galaxies.

10.2.2.1.2 Lumpy inflow The other extreme from adiabatic inflow is to have the baryons flow
in in discrete lumps. These can lose energy and angular momentum to the dark halo via dynamical
friction (see Appendix H), causing the halo to expand. The precise details of the dynamical friction are
not actually important. If the processes is slow compared to the dynamical time (it is much slower),
then the situation is adiabatic, as above, and a lump initially on a circular orbit will remain on a
circular orbit. Let us imagine then that a baryonic lump of mass Mp falls to the centre, moving from
one circular orbit to the next. It has initial specific orbital energy:

Ei =
1

2
v2
i −

GMi

ri
= −1

2

GMi

ri
(10.4)

In moving from some radius ri to a radius rt, it looses specific energy:

∆E = −1

2
GMi

(
1

rt
− 1

ri

)
(10.5)

And, thus the halo must absorb an energy ∆EMp as the lump sinks. The process will be significant
if this energy is comparable to the binding energy of the halo at rt. Assuming virial equilibrium, this
is:

Eh(rt) = T + V = −V
2

+ V =
V

2
∼ −GM

2
i

2rt
(10.6)

where we use Mi here since we have assumed a point mass halo model. Thus, the ratio of the energy
lost by the baryonic lump to the halo binding energy is:

fE ∼
Mp

Mi

(
1− rt

ri

)
(10.7)

In the limit the lump doesn’t move ri = rt and there is no effect. In the limit the lump falls all the
way to the centre, we release the maximum binding energy that is proportional to Mp/Mi. Thus, the
effect is only significant if the mass in baryonic lumps is comparable to the enclosed dark matter mass.

Note that we can divide our baryons up into many discrete lumps each of which heat the dark
matter halo a little: Mp =

∑
nMp,n and so each lump does not need to have an enormous mass.

However, we cannot do this indefinitely, because it takes time for these lumps to fall to the centre via
dynamical friction. This infall time goes as (see Appendix H):

tfric =
2.64× 1011

ln Λ

(
ri

2kpc

)2(
vc

250km/s

)(
106M�
Mp

)
(10.8)

where ln Λ is the Coulomb logarithm that we encountered already in §1 and vc is the circular velocity
of the dark matter halo. Notice that equation 10.8 is inversely propotional to the lump mass Mp. For
ri ∼ 2 kpc, vc ∼ 250 km/s and ln Λ ∼ 10, we require Mp ∼ 2 × 106 M� to fall to the centre within a
Hubble time. Thus, we require rather massive baryonic lumps infalling very near to the centre of the
dark matter halo for this mechanism to be effective.
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Our simple calculation above matches well (qualitatively) with results from numerical simulations
(e.g. El-Zant et al. 2001; Goerdt et al. 2010; Cole et al. 2011). Note that any angular momentum
or energy transfer mechanism between baryons and the halo will produce a similar effect. A galactic
bar, for example, can behave similarly (e.g. Binney and Evans 2001).

The main problem with both of the above inflow mechanisms is that, for a significant effect, they
require a similar mass in baryons to flow in as the dark matter enclosed. This leaves us with extremely
baryon dominated galaxies. Many such galaxies are observed in the Universe, but they are typically
not interesting for dark matter studies because most of their mass (in their central regions) is in
visible light. Far more interesting are systems that are deficient in baryons, like the smallest galaxies
in the Universe: dwarf galaxies. Since these contain so few baryons, it is much easier to ‘see’ their
dark matter and indeed some of these tiny galaxies even have mass to light ratios upwards of several
hundred. For a long time, such dark matter dominated dwarfs were considered to be extremely simple
systems; easy to model due to the insignificance of their baryons. However, their extremely low baryon
content may suggest that they have in fact lost a significant fraction of their baryonic mass. We discuss
this next.

10.2.2.2 Impulsive outflow

For the smallest galaxies, baryons not only flow in; they can also flow out. The energy from a supernova
explosion is about ESN ∼ 1044 J (e.g. Phillips 1999). The binding energy of a galaxy halo (from the

virial theorem as above) is Eb ∼ −1
2
GM2

i

ri
and using σ2 ∼ GMi/ri with σ ∼ 10 km/s and ri ∼ 300 pc

(for dwarf galaxies), we have Eb ∼ −σ4ri/G ∼ −1045 J. Thus a single supernovae releases ∼ 10%
of the binding energy of a dwarf galaxy! If a significant fraction of this energy heats the gas in the
dwarf’s interstellar medium, then the gas will become unbound.

If the gas is unbound adiabatically, then the effect is simply the reverse of adiabatic inflow:

rf =
Mi +Mb

Mi
rt (10.9)

where rf is the final radius of a dark matter particle orbit after a slow baryonic outflow. Assuming
an adiabatic inflow, we then have trivially that rf = ri and there is no net effect.

Suppose instead, however, that we have an impulsive outflow – i.e. all of the baryons are removed
instantaneously. In this case, the angular momentum is no longer conserved. Instead, the kinetic
energy will be instantaneously conserved (since forces have not yet had time to change it). The
instantaneous specific energy after outflow of a dark matter particle is then:

Ef =
1

2
v2
t −

G(Mt −Mb)

rt
(10.10)

where vt is the velocity of the dark matter particle after the inflow phase, but before outflow, and Mt

is similarly the mass after inflow but before outflow. Using the fact that the particle is initially on a
circular orbit, we may substitute for v2

t = GMt/rt to give:

Ef = −1

2

G(Mt − 2Mb)

rt
(10.11)

And we see that the particle becomes unbound if Mb ∼ 0.5Mt (this recovers the usual ‘Hills’ result;
Hills 1980). Thus, we can expect this impulsive outflow to produce an irreversible halo expansion (c.f.
Navarro et al. 1996a; Read and Gilmore 2005).

There is observational evidence for such outflows, both in the form of observed galactic winds from
star forming dwarf galaxies, and in the observed extreme deficiency of baryons in many nearby dwarfs
today (c.f. references and discussion in Read and Gilmore 2005 and Pontzen and Governato 2014).

10.2.2.3 Adiabatic inflow and impulsive outflow

We can now sew together the inflow and outflow phases. Assuming adiabatic inflow (the extreme
case) and impulsive outflow (also extreme), we have for the final energy:

Ef = −1

2

G(Mi −Mb)(Mi +Mb)

Miri
(10.12)
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Figure 10.4: The effect of repeated baryonic inflow/outflow on a dark matter cusp. The initial dark
matter distribution is shown in black. After the first phase of baryon inflow, the dark matter adia-
batically contracts (red line). If the baryons are then impulsively removed, the dark matter expands
again to the highest of the blue lines. This is remarkably similar to the initial conditions. However, if
this inflow/outflow processes is repeated over several phases of bursty star formation, then the cusp
is gradually transformed into a core (blue lines). The dotted grey vertical line marks the resolution
limit of the simulation. The initial scale radius of the dark matter halo was 10 in simulation units,
with a mass of 10. The baryonic material was assumed to have 10% of the mass of the dark matter
halo and to collapse by a factor 10 in each star formation event.

and thus the ratio of initial to final energy is given by (using Ei = − 1
2GMi/ri):

Ei
Ef

=
M2
i

(Mi −Mb)(Mi +Mb)
(10.13)

The above equation, though crudely derived, contains the key insight: adiabatic inflow followed by
impulsive outflow will produce a net heating effect on the underlying dark matter halo. For Mb ∼Mi

the effect is strong enough to actually unbind the dark matter halo.
Dwarf spheroidal galaxies orbiting the Milky Way have a mass to light ratio typically larger than

∼ 100 (e.g. Mateo 1998). Let us assume that they once contained the universal baryon fraction of
fb ∼ 0.16 (§9). They have a current mass of >∼ 108 M� with ∼ 107M� within ∼ 300 pc. Thus, they
would have had initially Mb ∼ Mi within 300 pc, while they currently have Mb ∼ 10−2Mi. Thus it
is not unreasonable to imagine that exactly the above process occurred for these little galaxies: that
they accreted a significant amount of gas, turned a small fraction of this into stars, expelled the rest
and caused the central part of their dark matter halo to expand (Read and Gilmore 2005).

10.2.2.4 Numerical results

We now present the results of numerical calculations for the above processes. This takes us beyond
the simple point mass approximation and assumed circular orbits that we have used so far. Navarro
et al. 1996a were the first to consider the idea that adiabatic inflow followed by impulsive outflow
could cause a dark matter halo to expand. However, they required collapse factors for the baryons of
∼ 100 in order to see any strong effect. Gnedin and Zhao 2002 refined this earlier work, pointing out
that angular momentum sets a barrier to collapse. The expected angular momentum gained through
tidal torques in our cosmological model predicts a mean collapse factor of ∼ 10. Thus, it appeared
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dius becomes seven times as small as the density
obtained in the dark-matter-only simulations.

Whereas the dwarf galaxy halo in the dark-
matter-only simulation develops a central cusp
with logarithmic slope −0.95, which is con-
sistent with previous predictions of the standard
model (7), in the hydrodynamic simulations,
resonant heating resulting from stellar feedback
turns the cusp into a flat core with radius 400 pc
(Fig. 4) and average density 0.2 M⊙ pc−3. These
core parameters are close to those inferred for
Fornax: ~ 400 pc (6) and ~ 0.1 M⊙ pc−3 (1),
respectively. The same mechanism produces a
core of somewhat smaller radius (~ 300 pc) in
the distribution of stars and, notably, pushes
newly formed globular clusters away from the
galactic center. The four oldest globular clusters,
for example, were born with radial distance dis-
persion 37 pc (essentially at the galactic center),
but after ~ 200 My of evolution, this distance
had grown to a time-averaged value of 280 pc
(which is comparable to the stellar core radius).
We suggest that resonant gravitational heating
can at least partially explain why globular
clusters in Fornax, and in some other dwarfs,
are located at large distances from the galactic
center (5). Two mechanisms contribute to the
effect: (i) The feedback flattens the central cusp,
which reduces the efficiency of dynamical
friction in the central regions (5), and (ii) stellar
feedback would have continued to heat the glob-
ular cluster orbits until stars stopped forming,
around 200 million years ago in Fornax (9).

The distribution of velocities is isotropic with-
in the core and shows slight radial anisotropy
outside the core (Fig. 4), whereas the core remains
isotropic throughout the evolution (Fig. 2). This
behavior is inconsistent with a mechanism (26)
making use of massive gas clouds, passively or-
biting (i.e., not driven by feedback) near the
galactic center, which flatten the dark-matter cusp
via heating resulting from dynamical friction.
It has been shown (27) that this would result in

the development of substantial tangential anisot-
ropy within the core, which is not observed in
our simulations. On the other hand, the gravita-
tional resonance heating (16) naturally produces
isotropic cores because the feedback-driven bulk
gas motions have random directions.

These results also provide a natural explana-
tion for the stellar population gradients seen in
many early-type dwarfs (8, 9). In our simula-
tions, star formation is concentrated toward the
galactic center. Over time, feedback gradually
heats the population of stars, resulting in older
(and more metal-poor) stars being kinematically
warmer and having a larger spatial extent than
younger (and more metal-rich) stellar popula-
tions. Hence, we can reproduce, qualitatively,
the age, metallicity, and velocity-dispersion gra-
dients observed in dwarf galaxies.

Our simulations were stopped at z = 5, be-
cause continuing beyond this point would re-
quire a much larger computational box (to
correctly model the growth of larger structures)
and an infeasible increase in computation time.
Furthermore, the impact of external ionizing ra-
diation, which was ignored in our model, can
become substantial after z = 6.5. Nevertheless,
we can reasonably infer the subsequent evolu-
tion of our model galaxy. If it is to become one
of the early-type galaxies in the local universe
(which are gas-poor), some mechanism will
have to remove most or all of its interstellar
medium. Some combination of a powerful star
burst, increased metagalactic ionizing radiation,
and ram-pressure stripping could result in the
dwarf losing most of its gas (28). It is also likely
that only a fraction of its star clusters will sur-
vive until the present time. As a result, our model
galaxy would end up resembling a large dwarf
spheroidal galaxy in the local universe: low stellar
density; metal-poor, with old stellar populations
having pronounced radial population gradients;
large stellar and dark-matter cores (which are
comparable in size and density to those in dwarf

spheroidals); and perhaps a few globular clus-
ters. In many respects, the galaxy would resem-
ble the Fornax dwarf.

Our noncosmological modeling (16) sug-
gested that stellar feedback can be directly respon-
sible for the absence of dark-matter cusps only
in small galaxies, with total masses < 1010 M⊙:
In larger galaxies, the dark-matter particle ve-
locities become substantially larger than the
velocity of the random bulk gas motions, which
is ~ 10 km s−1. Our current, cosmological simu-
lations are consistent with this result (the mass
of our galaxy reaches 2 × 109 M⊙ by z = 5).
Numerical simulations (29) have suggested that
a universal halo density profile (either cuspy or
cored), once set, is preserved through subsequent
hierarchical evolution (which is consistent with
the analytical result that the collisionless dark-
matter phase-space density can only decrease
over time), implying that our mechanism may
also lead to dark-matter cores in larger galaxies.

Our simulations indicate that the gravitational
heating of matter resulting from feedback-powered
bulk gas motions is a critical determinant of the
properties of dwarf galaxies. Large dark-matter
cores are an unavoidable consequence of early star
formation in dwarf galaxies. Our model indicates
that, in primordial dwarf galaxies, globular clus-
ters are formed in the most natural place—near
the center, where the gas pressure is highest—
and are then pushed by feedback to much larger
distances. This mechanism also ensures that glob-
ular clusters and unclustered stars have a com-
parable distribution, as is observed in early-type
dwarfs (30). Additionally, the low stellar density
and stellar population gradients observed in
dwarf galaxies are also expected from the model.
Finally, large cores have serious implications for
direct searches of dark matter, because a flat
core will produce a much weaker gamma-ray
annihilation signal than that produced by a cusp.
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Fig. 4. Radial profiles for the mod-
el galaxy at redshift z = 5.2. At this
time, the central gas density is very
low, minimizing the adiabatic com-
pression of dark matter resulting
from baryons (which makes it ap-
propriate for comparison with pres-
ently observed gas-poor dwarfs).
Green and red lines show the dark-
matter and stellar density (r) profiles,
respectively, in the hydrodynamic
simulation. The black line corre-
sponds to the dark-matter density
profile for the dark-matter-only sim-
ulation. The magenta line shows the
h profile for the dark matter (in the
hydrodynamic simulation).

11 JANUARY 2008 VOL 319 SCIENCE www.sciencemag.org176

REPORTS

 o
n
 M

a
y
 2

2
, 
2
0
0
9
 

w
w

w
.s

c
ie

n
c
e
m

a
g
.o

rg
D

o
w

n
lo

a
d
e
d
 f
ro

m
 

Stars
DM

DM only
Vel. Anis.

Gas; Stars

Figure 10.5: Cusp/core transformations are now seen in cosmological dwarf galaxy formation simu-
lations. Left: The formation of a dwarf galaxy can be very violent with strong gas inflows/outflows
and clumpy highly mobile star clusters. Right The dark matter profile at the end of the simulation
(green), the stellar profile (red), and the velocity anisotropy of the dark matter (purple). If the same
simulation is run without baryons the result is the black line that recovers the usual split-power law
dark matter ‘universal’ profile. (Results taken from Mashchenko et al. 2008.)

that baryons could not effect dark matter halos in any significant way. However, there is a key flaw
in this argument. Read and Gilmore 2005 showed that if inflow/outflow is repeated then we can avoid
the problem of the angular momentum barrier. A dark matter halo can be gradually heated over
many star formation events gradually transforming a dark matter cusp into a core, without requiring
enormous collapse factors (see Figure 10.4). This work demonstrated that it is possible for baryons
to alter the dark matter distribution within dwarf galaxies. For this reason, we must simulate the
galaxy formation process in detail before we can be confident of the expected small scale dark matter
distribution in our current cosmology.

Modern galaxy formation simulations now universally find such cusp/core transformations, if they
reach a resolution where the multiphase interstellar medium is resolved (see Figure 10.5 taken from
Mashchenko et al. 2008; and Governato et al. 2010; Pontzen and Governato 2012; Teyssier et al. 2013;
Oñorbe et al. 2015; Read et al. 2016a). The mechanism at work in these simulations is potential
fluctuations caused by repeated inflow/outflow events (Pontzen and Governato 2012; Pontzen et al.
2015). The very latest simulations have past a key resolution threshold where the effects of individual
supernova explosions can be modelled. This is a milestone because it removes past sensitivity to
the choice of ‘sub-grid’ numerical parameters (e.g. Oñorbe et al. 2015; Read et al. 2016a). These
simulations find that dark matter is heated such that – given sufficient star formation – the central
dark matter cusp is transformed to a constant density core of size ∼ R1/2, the projected half stellar
mass radius. This is, then, a key prediction that we will confront with observations in the next lecture.
Most importantly, it predicts that we should find ‘pristine’ dark matter halos either at radii R > R1/2,
or inside galaxies with truncated star formation.

10.3 A critique of the cosmological ‘local Newtonian’ approx-
imation

We have derived the ‘full’ equations of motion – equations 9.5 and 9.6 – assuming that we can apply
Newtonian gravity locally within an expanding spacetime. In fact, these equations follow from a proper
linear perturbation theory of the FLRW metric in GR. Furthermore, the approximation appears to
be valid also at second order (Noh and Hwang 2006). Higher order relativistic corrections appear at
third order and ought to be small. That said, there is an inherent danger in our assumption that the
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equations of motion can be derived from perturbations of the FLRW metric. We might worry that
small corrections add up coherently across the whole Universe on some intermediate scale, invalidating
the perturbation approach. Such effects are called back-reaction terms and it has been claimed that
this could conceivably explain away the accelerated expansion without the need for dark energy (e.g.
Buchert 2011). However, it is now widely accepted that such effects must be small (e.g. Green and
Wald 2011).
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Lecture 11

The observed distribution of dark
matter in the Universe

In this lecture confront the predicted dark matter distribution in the Universe with the observed dis-
tribution. We discuss the implications for the nature of dark matter.

11.1 Large scale structure

The first test we can make is to compare the observed and predicted large scale distribution of matter
in the Universe. This has the advantage that baryonic effects are likely to be small, and so the
predicted distribution is more robust (c.f. §10).

One key probe of the large scale distribution of matter comes from damped Lyman-α systems.
The basic idea is to find bright distant galaxies called quasars. These are incredibly bright because
(we think) their light is dominated by emission from gas falling onto a supermassive black hole (e.g.
Lynden-Bell 1969). Being so bright, their light can make it across very large distances in the Universe;
we see such objects out to redshifts of z ∼ 6−7. As their light travels across the Universe to us, many
of the photons are absorbed by intervening neutral hydrogen by the Lyman-α n = 2 to n = 1 electron
transition. Since the gas has a broad range of redshifts, the result is the Lyman-α forest – many
absorption lines shifted by the redshift of the absorbers. These absorption lines encode information
about the structure of the intervening gas, and therefore about the composition of the Universe.

Seljak et al. 2006a and Viel et al. 2008 used the above to probe the free streaming length of
dark matter – i.e. by comparing whether cold or warm dark matter give a better fit to the observed
distribution of absorption lines. Viel et al. 2008 combine data from 55 high resolution quasar spectra
between redshifts z = 2−6.4 (from HIREZ) and 3035 low resolution spectra from the Sloan Digital Sky
Survey (SDSS) in the range z = 2.2 − 4.2. The flux power spectrum derived from the HIREZ spectra
is given in Figure 11.1, where the ‘flux power spectrum’ is defined as the power ∆k = P (k, z)k3/2π2

in hydrogen absorption at a given wavenumber k. The matter power spectrum is related to the flux
power spectrum in some complex model dependent non-linear way. It makes sense to compare data
and models in the ‘flux power’ spectrum space since it is easier to transform the model (that comes
from cosmological N-body simulations) than it is to transform the data. Notice that the 2.5 keV warm
dark matter model gives a poor fit to the data that gets worse towards high redshift. This owes to
the suppression of small scale structure at early times in warm dark matter models.

Note that, as emphasised in §9, warm dark matter models are often parameterised by the ‘particle
mass’ in keV. In reality, all we constrain is the free streaming length (really the power spectrum
of perturbations at recombination). For naive assumptions, this can be related to a particle mass
through equation 9.58. In general, the relationship between free streaming length and particle mass is
model dependent and complex (see e.g. Boyarsky et al. 2009a). With this caveat in mind, the latest
constraints for thermally produced warm dark matter is mWDM > 4.09 keV at 95% confidence (? ?),
suggesting that dark matter is quite cold.
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proaches [23]). We parametrize the effect of UV fluctua-
tions on the flux power with a multiplicative factor fUV
constrained to be in the range !0; 1". For the SDSS data we
have used a total of 28 parameters: 15 parameters used for
the HIRES spectra (without fUV and the 2 parameters
describing the effective optical depth evolution at z # 5)
plus 13 noise-related parameters: 1 parameter which ac-
counts for the contribution of DLAs and 12 parameters
modeling the resolution and the noise properties of the
SDSS data set (see [24]). We do not address the role of
different reionization scenarios on the flux power. To do
this self-consistently would require radiative transfer simu-
lations beyond present numerical capabilities, and the ef-
fect of the reionization history should be subdominant and
degenerate with the thermal state of the gas. In computing
the likelihood a crucial input is the covariance matrix of the
two data sets. The covariance matrix of the SDSS flux
power is provided by the authors of [14]. We found the
covariance matrix of our HIRES data set to be rather noisy
(especially at high redshift), preventing a reliable inver-
sion. To overcome this problem we use the suggestion of
[25]. We regularize the observed covariance matrix using
the correlation coefficients as estimated from the simu-
lated spectra, covd$i; j% # rs$i; j%

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
covd$i; i%covd$j; j%

p
with

rs$i; j% # covs$i; j%=
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
covs$i; i%covs$j; j%

p
, where covs and

covd are the covariance matrices of the observed and
simulated spectra, respectively. Note that this procedure
implicitly assumes that observed and simulated data have
similar covariance properties. We have applied moderate
priors to the thermal history to mimic the observed thermal
evolution as in [16] and a priori on the Hubble constant
(72& 8 km=s=Mpc), but note that the final results for the
mass constraint are not affected by these priors.

Results.—In Fig. 1 we show the best fit model for the
HIRES data set (continuous curve, mWDM # 8 keV) and a
model with a smaller mass for the thermal WDM particle
(dashed line, mWDM # 2:5 keV). The constraining power
of the small scales at high redshift is immediately evident.
The !2 value of the best fit model is '40 for 36 d.o.f., and
with a probability of 16% this is a reasonable fit. As noted
in Ref. [7] at high redshifts, the mean flux level is lower
and the flux power spectrum is closer to the linear predic-
tion making the flux power data points very sensitive to the
free-streaming effect of WDM. We confirm that there are
no strong degeneracies between mWDM and the other pa-
rameters, demonstrating that the effect of a WDM particle
on the Lyman-" flux power is unique, and that the other
cosmological and astrophysical parameters considered
here cannot mimic its effect.

The 2# lower limits for the mass of the warm dark
matter particle are 1.2 keV, 2.3 keV, and 4 keV, for the
HIRES, SDSS, and SDSS( HIRES data sets, respectively.
The corresponding limits for DW sterile neutrino are 5.6,
13, and 28 keV (see [6] for how the masses are related for
the two cases). The !2 of the best fit model of the joint

analysis '198 for 170 d.o.f. which should occur in 7% of
the cases. The sample of HIRES spectra improves our
previous constraint from high-resolution spectra obtained
from the LUQAS sample by a factor of 2. Dropping the
highest redshift bin (z # 5:5) weakens the limit to 0.8 keV
(3.3 keV) for the mass of a thermal (sterile) neutrino. The
SDSS data alone is still more constraining than the HIRES
data alone, due to the smaller statistical errors of the SDSS
flux power spectrum and the finer coverage of a large
redshift range which helps to break some of the degener-
acies between astrophysical and cosmological parameters.
Combining the SDSS data and the HIRES results in an
overall improvement of a factor of '2 and gives the
strongest limits on the mass of WDM particles from
Lyman-" forest data to date. In Table I we summarize
the constraints obtained for the most relevant astrophysical
and cosmological parameters (1#) for our analysis of the
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FIG. 1 (color online). Flux power spectrum of the HIRES data
set at different redshifts and best fit models (solid curve) with
mWDM # 8 keV and a model with mWDM # 2:5 keV (dashed
curve).

TABLE I. Marginalized estimates (1# errors).

Parameter HIRES( SDSS HIRES

n 0:97& 0:03 0:97& 0:05
#8 0:96& 0:07 1:0& 0:2
!m 0:25& 0:03 0:28& 0:09

$Aeff$z # 3% 0:35& 0:01 0:33& 0:03

$Seff$z # 3% 3:17& 0:07 3:02& 0:37

%A$z # 3% 1:44& 0:12 1:54& 0:33
$Aeff$z # 5% 1:53& 0:09 1:54& 0:19

$Seff$z # 5% 4:77& 0:44 4:92& 0:5

T0$z # 3%$104% K 2:23& 0:30 1:54& 0:34
fUV 0:65& 0:25 0:58& 0:28

1=mWDM $keV)1% 0:09& 0:07 0:44& 0:22
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Figure 11.1: ‘Flux power spectrum’ derived from absorption along sight lines to 55 high resolution
quasar spectra. The blue line shows a model for 8 keV warm dark matter (WDM); the red dashed
line shows the same for 2.5 keV WDM.

11.2 Strong gravitational lensing

We can measure the distribution of mass in galaxy clusters and massive galaxies using strong gravi-
tational lensing. In §4, we derived the basic lensing equations assuming a Schwarzshchild lens. These
can be generalised to any projected mass distribution by realising that the Newtonian weak-field GR
equations are the Schwarzschild metric with GM/r → Φ, where Φ is the Newtonian gravitational field
(see §3). Thus, we may generalise the deflection angle:

δα = ∇θψ (11.1)

where the lensing potential ψ is given by:

ψ(θ) =
DLS

DLDS

2

c2

∫
Φ(r)dz (11.2)

and Φ(r = DLθ) is the Newtonian potential, and we have assumed as previously a thin lens (i.e. that
we can treat the lens as a infinitesimal sheet of mass).

Figure 11.2 shows the lensing cluster Abel 1703 with the PixeLens non-parametric strong lensing
mass map overlaid in white (Saha and Read 2009). The blue dots show the lensed images. Notice
that the mass contours trace the underlying galaxy distribution, yet PixeLens used only the observed
images as input. This is, then, an actual image of the distribution of mass (mostly dark matter) in
this lens.

We can go further and deproject this two dimensional mass distribution, creating a spherically
averaged 3D distribution to compare with the expected density profile from dark matter only simu-
lations (§10). A unique deprojection requires us to assume spherical symmetry, which gives the Abel
transformation:

ρ(r) = − 1

π

∫ ∞

r

dΣ(R)

dR

dR√
R2 − r2

. (11.3)
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70kpc

A1703

Saha & Read 2009; and see also Limousin et al. 2008

The observed distribution of DM | Strong lensing

Figure 11.2: The strong lensing galaxy cluster Abel 1703. The images are marked in blue. Five are
marked in red, indicating that these come from a source at a very different redshift to the others –
z = 0.88 and compared to z = 2.2− 3 for the other images (the cluster itself is at a redshift z = 0.28
∼ 1 Gpc away). The derived PixeLens 2D lensing mass map is shown in white. These iso-density
contours include the mass from both the galaxies and the dark matter. Notice that they are elongated
in a manner aligned with the galactic light. This is striking since the lensing analysis did not use the
galaxy distribution as input data, only the images.

The result is shown in Figure 11.3. In the left panel, we perform the deprojection using all of the
images except for the 5 shown in red in Figure 11.2. These five images are special because they are at
a significantly different redshift than all of the others – z = 0.88 as compared with z = 2.2− 3 for the
other images. Notice that the mass distribution is poorly constrained. This is because even very many
sources at a single redshift give us constraints only on the enclosed mass within the Einstein radius,
but not the mass distribution. To obtain the mass distribution we must sample different Einstein
radii, which requires multiple sources at multiple redshifts (or other constraints - e.g. time delays or
kinematic information). The right panel shows the same result but now including the ‘quint’ images.
Now the mass profile is rather well constrained. The derived distribution over scales ∼ 10 − 200 kpc
is consistent with predictions from structure formation simulations that assume that dark matter is a
cold collisionless fluid (i.e. that the density profile goes as r−1 - a ‘cusp’; see §10).

The above result for the density profile in A1703 appears to hold also for other galaxy clusters with
good data, suggesting that dark matter really does behave on these large scales like a cold collisionless
fluid (e.g. Saha et al. 2006). However, the dark matter distribution in lower mass galaxy-scale
strong lenses departs from the pure dark matter predictions. This is shown in Figure 11.4, taken from
Bruderer et al. 2016. This Figure shows the surface density of 11 strong lensing galaxies with excellent
data, in units of the critical surface density for strong lensing. Notice that in all cases, the surface
density profile (green) is either in excellent agreement with an NFW profile (dashed line), or steeper.
Where it agrees well, the lenses are more massive, with outermost images at radii >∼ 10 kpc. Where
steeper, the lenses are less massive, with images at radii <∼ 10 kpc. This diversity of dark matter
profiles is strong evidence for particle dark matter that contracts (on these mass scales) in response
to the build-up of stars.

11.3 Weak lensing and ‘self-interacting’ dark matter

Another key probe of the nature of dark matter is weak gravitational lensing. This is like strong
lensing, but the images are only distorted rather than split into multiple copies on the sky. In this
case, we can no longer determine if an individual galaxy is being lensed (is it elliptical distorted, or
intrinsically distorted?). But, we can determine statistically if a collection of galaxies in a given patch
of the sky are all distorted in a similar manner. In this way, we can build up a map of the distortion
due to a lens on the sky. This map is much lower resolution than that we obtain from strong lensing,
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Cusp

Figure 11.3: The deprojected density as a function of radius for the lensing galaxy cluster Abel 1703.
Left: The deprojection is performed without the five images that are at a different redshift (z = 0.88)
to the others (z = 2.2− 3). Right: As for the left panel, but including the ‘quint’ – the five images
at z = 0.88. Notice that, as derived analytically in §??, we require sources with a wide redshift
separation in order to constrain the mass distribution in the lens. The derived distribution over scales
∼ 10 − 200 kpc is consistent with predictions from structure formation simulations that assume that
dark matter is a cold collisionless fluid (i.e. that the density profile goes as r−1 - a ‘cusp’; see §10).

but covers a much larger area. This opens up the possibility of imaging the mass distribution in galaxy
cluster mergers, like the famous ‘bullet cluster’.

In Figure 11.5, I show recent work from Harvey et al. 2015 who have performed a weak lensing
analysis of 30 merging cluster systems with over 70 mergers in total (many systems are undergoing
multiple mergers). They used these data to place new limits on the the self-interaction strength of
dark matter. The idea is that if dark matter is collisional, then it will experience additional drag forces
as compared to the galaxies orbiting within galaxy clusters that are an almost perfect collisionless
fluid. Thus, in a merger the visible part of galaxy clusters will pass through one another like ghosts,
but the dark matter – like the hot X-ray emitting gas – might get left behind. This would lead to a
measurable offset between light and dark in cluster mergers. Harvey et al. 2015 detect no such offset
in their large sample, using this to place a new limit on the dark matter self-interaction cross section
of σDM < 0.47 cm2/g at 95% confidence.

11.4 Near-field cosmology

In near-field cosmology, we study the tiniest galaxies in the Universe that live in our cosmic ‘back
yard’. These dwarf galaxies are too small to produce any significant strong lensing signal. Instead,
we must probe their dark matter distribution using kinematic tracers – much as Zwicky derived the
mass of the Coma cluster over 70 years ago. In §2, we used the kinematics of stars and gas in galaxies
and galaxy clusters as a probe of dark matter. There we were interested only in demonstrating that
dark matter exists – at least as a gravitational phenomenon. Here, we want to go further and use
the observed kinematics to map out the distribution of dark matter inside galaxies. We will focus on
galaxies that have enormous mass to light ratio: nearby gas rich ‘dwarf irregular’ galaxies and gas
poor ‘dwarf spheroidal’ galaxies. These have the advantage that their gravitational potential is almost
entirely due to dark matter.
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Figure 1. Azimuthally averaged convergence hi within radii R of the dark matter distribution. The vertical lines denote the radial

distances of the source images from the centre of the lens galaxies. For 0957, there are two lensed components of the source galaxy

denoted by the green and blue vertical lines. The green curves show the contributions by the dark matter in the strong lens galaxies
as reconstructed by Glass. The dashed black lines show the corresponding profiles for dark matter haloes that follow a NFW density

profile. The parameters in the NFW distribution are calibrated such that the convergence hi matches the corresponding values of the

reconstructed profiles at one pixel past the last image radius. Notice that those lenses where the outermost image is within ⇠ 10 kpc
appear contracted as compared to an NFW profile; those where the outermost image is further out > 10 kpc are well fit by the NFW

form. In all cases there is a sharp fall o↵ in the Glass dark matter profile at large radii due to the edge of the mass map.

c� 0000 RAS, MNRAS 000, 000–000

Figure 11.4: Projected surface density for 11 strong lensing galaxies with excellent data, in units of
the critical surface density for strong lensing (taken from Bruderer et al. 2016). Notice that in all
cases, the surface density profile (green) is either in excellent agreement with an NFW profile (dashed
line), or steeper. Where it agrees well, the lenses are more massive, with outermost images at radii
>∼ 10 kpc. Where steeper, the lenses are less massive, with images at radii <∼ 10 kpc. This diversity of

dark matter profiles is strong evidence for particle dark matter that contracts (on these mass scales)
in response to the build-up of stars.

11.4.1 The dark matter distribution in gas rich dwarfs

For a rotating gas disc, we expect the gas to move on circular orbits since this is the lowest energy
state of the system (c.f. §2). With this assumption, and assuming that the potential is spherical, mass
modelling is especially simple. We find, from the balance of centripetal and gravitational forces, that:

v2
c =

GM(r)

r
(11.4)

and thus the gaseous rotation curve directly gives us the mass distribution1.
In Figure 11.6 I show the latest data and models for the tiny ‘WLM’ dwarf irregular galaxy (Read

et al. 2016c). In the left panel, I attempt to fit an NFW dark matter profile (grey contours) to the

1Things are more complex if the mass distribution is not spherical. The rotation curve (by symmetry) gives us
only dynamical information in the plane. An infinitely flattened mass distribution could produce the same dynamical
effect as a spherical one if only the rotation curve is considered (see problem sheets). There has also been significant
debate in the literature on observational problems in rotation curve modelling: accounting for the finite resolution of
observational instruments (‘beam-smearing’); non-circular gas motions; and non-spherical potentials. Recent work has
demonstrated, however, that modern mass modelling techniques can recover the correct M(r) even in the face of all of
these problems (Kuzio de Naray and Kaufmann 2011; Read et al. 2016c).
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Figure 2: Observed configurations of the three components in the 30 systems studied. The
background shows the HST image, with contours showing the distribution of galaxies (green),
gas (red) and total mass, which is dominated by dark matter (blue).

8

Figure 11.5: Thirty cluster merger systems studied by Harvey et al. 2015, showing the distribution of
galaxies (green); gas (red); and dark matter (blue). Notice that in almost every case, there is a clear
offset between the gas (red) and the galaxies and dark matter. This is because the gas experiences
pressure forces and drag during the merger that the galaxies and dark matter do not feel. Harvey et
al. 2015 searched for a similar offset between the galaxies and dark matter that would indicate some
dark matter self-interaction force. They found no statistically significant offset, concluding that any
dark matter self interaction must have a cross section of σDM < 0.47 cm2/g at 95% confidence.

data (red). As can be seen, the fit is very poor, recovering the long-standing ‘cusp-core’ problem
(Flores and Primack 1994; Moore 1994). This discrepancy has long been suggested as evidence for
self-interacting or fluid dark matter, or other beyond-ΛCDM physics (e.g. Moore 1994). However, as
discussed in §10, stellar feedback leads to bursty star formation that heats dark matter at the centre
of dwarf galaxies like WLM, changing the inner dark matter distribution from a cusp to a core. The
right panel of Figure 11.6 shows a similar fit, but using the ‘coreNFW’ profile from Read et al. 2016a.
This is derived from simulations that model such stellar feedback at high resolution, finding that it
leads (after a Hubble time of star formation) to a dark matter core inside R >∼ R1/2, the projected half
stellar mass radius. Since R1/2 is known observationally for WLM, the coreNFW profile has the same
two free parameters as the NFW profile. Yet it gives a remarkably good fit to the data. This is the
case also for all known low mass dwarf irregulars studied to date (Read et al. 2016b). It remains to
be seen if other models like self interacting dark matter can fit these data too, once ‘baryonic effects’
are properly accounted for.
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Figure 11.6: Fitting the rotation curve of the isolated dwarf irregular galaxy, WLM (Figures from
Read et al. 2016b,c). The left panel shows a fit using the NFW profile. As can be seen, the fit is
very poor, recovering the long-standing ‘cusp-core’ problem. Theshows a similar fit, but using the
‘coreNFW’ profile from Read et al. 2016a. This is derived from simulations that model stellar feedback
at high resolution, finding that it leads (after a Hubble time of star formation) to a dark matter core
inside R >∼ R1/2, the projected half stellar mass radius. Now the agreement is excellent.

11.4.2 Abundance matching and new constraints on the temperature of
dark matter

The excellent fits to the rotation curves of isolated dwarf irregulars opens up a new cosmological
probe on the very smallest scale on which galaxies can form. Read et al. 2016c use mock data to
show that they can recover the halo Virial masses of isolated dwarfs with good quality rotation curve
data. Applying this to a large sample of nearby dwarfs, Read et al. 2016b show that their halo
masses so-derived are very tightly correlated with their stellar masses. This means that abundance
matching – monotonically mapping galaxies to dark matter halos of like number density – must work,
if the cosmological model is correct. This test is shown in Figure 11.7. The left panel illustrates how
abundance matching works. The red line shows the cumulative number of galaxies of a given stellar
mass, normalised to a Mpc volume, as measured using the Sloan Digital Sky Survey (SDSS) data.
The black line shows the same but for dark matter halos taken from the ‘Bolshoi’ ΛCDM structure
formation simulation. If there is a tight monotonic relation between stellar mass and halo mass, then
the galaxies marked by the blue dashed arrows should inhabit dark matter halos of the same number
density, and similarly for both more and less massive galaxies. The stellar mass-halo mass relation
of isolated dwarfs is shown in the right panel (purple data points) and is observed to be monotonic
with little scatter. Thus, we expect abundance matching to work, if the cosmological model is correct.
The expected relation from abundance matching in ΛCDM is shown by the blue solid lines and is in
excellent agreement with the purple data points. What agrees less well are the equivalent warm dark
matter models that fail at 68% confidence for mWDM > 2 keV (blue dashed lines). This is not yet
competitive with the Lyman-α forest constraints, but it is entirely independent. If we can find more
loss mass isolated galaxies, this new method has the potential to probe beyond mWDM4 keV.

11.4.3 The dark matter distribution in dwarf spheroidal galaxies

Dwarf spheroidal galaxies are extremely interesting because they are the most dark matter dominated
systems in the Universe. They also have, in many cases, very truncated star formation – most likely
due to ram pressure stripping on infall to the Milky Way (e.g. Gatto et al. 2013). This means
that they are expected to retain ‘pristine’ dark matter cusps, a key prediction of ΛCDM (Read et
al. 2016a). However, this prediction has proven difficult to test because these tiny galaxies are
devoid of gas. We must estimate their dark matter distribution using stars alone and this presents
a problem. Stars, unlike gas, can have a wide range of orbit distributions. Their orbits can cross
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Figure 11.7: The stellar mass-halo mass relation of isolated dwarf galaxies: a new cosmological probe
(taken from Read et al. 2016c). The left panel illustrates how abundance matching works. The red
line shows the cumulative number of galaxies of a given stellar mass, normalised to a Mpc volume,
as measured using the Sloan Digital Sky Survey (SDSS) data. The black line shows the same but
for dark matter halos taken from the ‘Bolshoi’ ΛCDM structure formation simulation. If there is a
tight monotonic relation between stellar mass and halo mass, then the galaxies marked by the blue
dashed arrows should inhabit dark matter halos of the same number density, and similarly for both
more and less massive galaxies. The stellar mass-halo mass relation of isolated dwarfs is shown in
the right panel (purple data points) and is observed to be monotonic with little scatter. Thus, we
expect abundance matching to work, if the cosmological model is correct. The expected relation from
abundance matching in ΛCDM is shown by the blue solid lines and is in excellent agreement with the
purple data points. What agrees less well are the equivalent warm dark matter models that fail at
68% confidence for mWDM > 2 keV (blue dashed lines).

without any consequences, allowing them to form a fluid with potentially large velocity ‘anisotropy’.
This introduces severe model degeneracies when only one component of the velocity is available. (We
can only measure the velocity along the line of sight using the Doppler shift of stellar spectral lines;
proper motions can be used to measure the other velocity components, but even with Gaia this is
not yet possible for the Milky Way’s companion galaxies.) I now explain the theory behind mass
modelling such ‘stellar systems’, and how this key degeneracy comes about in detail.

A system of many particles is described by its distribution function, f(x,v, t), which is the number
density of particles in phase space (x,v). Remember that this is not the normal space density, which
is given by integrating over the velocities:

ρ(x) =

∫
fd3v (11.5)

Using the chain rule, the absolute time derivative of f is given by:

df

dt
=
∂f

∂t
+
∂f

∂xi
ẋi +

∂f

∂vi
v̇i (11.6)

where we use the summation convention (see C.2), as usual.
In Appendix G.3, we prove an important theorem: Liouville’s theorem. This states that phase

space evolves as an incompressible fluid. In its most powerful incarnation, the theorem applies to 6N
dimensional phase space and is valid for any system of particles which obey Hamilton’s equations.
However, in the limit of a collisionless system, each particle trajectory is independent of all of the
others. This means that Liouville’s theorem must also apply in 6D phase space. This is much much
more useful. It means that, for a collisionless fluid, every time particles leave a small patch of phase
space, they are replenished by other particles flowing in, such that the phase space density is a
constant. Since f is the phase space density, we conclude that for collisionless systems df

dt = 0.
This leads to the collisionless Boltzmann equation:
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∂f

∂t
+
∂f

∂xi
ẋi +

∂f

∂vi
∇iΦ(x) = 0 (11.7)

where we have used the face that the acceleration v̇i is given by the gradient of the gravitational
potential ∇iΦ(x).

We now have everything we need to mass model galaxies. In principle ‘all’ we have to do is to
measure the distribution function of stars in the galaxy f(x,v). Assuming that the system is in a
steady state, ∂f∂t ∼ 0, then we can then solve equation 11.7 to derive the gravitational potential ∇Φ(x).
Subtracting off the observed visible light, we are left with the gravitational potential due to the dark
matter. Unfortunately, this is problematic for two reasons. Firstly, we need full 6D phase space space
information for the stars in a galaxy – i.e. the 3D positions and 3D velocities. As explained in §1,
this is very hard to measure in practice. Secondly, even if we could measure this, 6D space is just
enormous. Even with a million stars, we would sample the space with only ten stars per dimension.
And we need to take derivatives of f in this space!

11.4.3.1 Distribution function modelling

The above problems have led to two main approaches in the literature. One is to assume a particular
functional form for f motivated by some theoretical prior, but general enough not to overly bias the
solution. Derivatives then follow (semi)-analytically and the data may be compared directly with f to
obtain a probability that the data are consistent with the model. Even very sparse discrete data can
be compared in this way which makes such methods – called distribution function modelling – very
appealing. The downside, however, is that we are forced to specify a form for f that could be wrong.
If our guess for f does not bracket the true solution, then we will never obtain the correct answer for
Φ (for an example of where this can be problematic see e.g. Garbari et al. 2011).

11.4.3.2 Jeans modelling

A second approach is to take instead moments of the distribution function:

• Zeroth moment (spatial density):

ν(x) =

∫
f(x,v)d3v (11.8)

• First moments (mean velocity):

vi(x) =
1

ν(x)

∫
vif(x,v)d3v (11.9)

• Second moments (root mean square velocities):

vivj(x) =
1

ν(x)

∫
vivjf(x,v)d3v (11.10)

• ... and higher order moments.

which allows us to define the velocity dispersion tensor:

σij = vivj − vivj (11.11)

This allows us to ‘integrate out’ some of the dimensions in the problem. Since galaxies are often
roughly spherical, spherical polar coordinates are a natural choice. In this case, the steady state
collisionless Boltzmann equation becomes:

ṙ
∂f

∂r
+ θ̇

∂f

∂θ
+ φ̇

∂f

∂φ
+ v̇r

∂f

∂vr
+ v̇θ

∂f

∂vθ
+ v̇φ

∂f

∂vφ
= 0 (11.12)

where vr = ṙ is the velocity along r, vθ = θ̇r, and vφ = φ̇r sin θ.
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2. Observations | The halo density profile: dwarfs

Wilkinson et al. in prep. 2011

Figure 11.8: The velocity anisotropy-mass degeneracy (Figures courtesy of Mark Wilkinson). The left
panel shows three different density profiles of interest: cuspy (dotted), cored (solid) and something
in-between (dashed). Three different anisotropy profiles β(r) are chosen in each case (middle panel)
such that the projected velocity dispersion (that we can measure) is almost identical in each case
(right panel).

Now, we can multiply through by powers of each of the velocity components vr, vθ, vφ and integrate
over velocity to obtain moment equations called the Jeans equations (Binney and Tremaine 2008).
Assuming spherical symmetry, the ‘radial’ second order moment equation is given by:

1

ν

∂

∂r

(
νσ2

rr

)
+

2
(
σ2
rr − σ2

tt

)

r
= −∂Φ

∂r
= −GM(r)

r2
(11.13)

where by symmetry σtt = σθθ = σφφ.
Now, these moment equations have the key advantages that (i) we do not need to specify the form

of f ; instead it is constrained entirely by its moments; and (ii) we have now significantly reduced
the dimensionality of the problem. The above assumption of spherical symmetry can be relaxed, of
course. But there is a more fundamental problem: the hierarchy of Jeans equations is not closed. If
the true distribution function f is a Gaussian, then we are fine; f is fully specified by its first and
second moment. But in general, f can require an infinite number of moments to be fully specified,
with an associated infinity of Jeans equations! Luckily, f is typically quite close to Gaussian and so
the lowest order Jeans equations usually suffice.

There is one final point worth noting. Let us define a velocity anisotropy parameter:

β(r) = 1− σtt
σrr

(11.14)

which is a measure of how much stars are moving tangentially (σtt) versus how much they move
radially (σrr).

Now the spherical, radial, Jeans equation (equation 11.13) becomes:

1

ν

∂

∂r

(
νσ2

rr

)
+

2σ2
rrβ(r)

r
= −GM(r)

r2
(11.15)

and we derive an important result. Typically, we measure only the velocity of stars along the line of
sight which is some projection of σrr. Let us suppose we could measure σrr perfectly. In this case, we
would still be unable to determine M(r) since we do not know β(r). This is a fundamental degeneracy
in mass modelling that is illustrated in Figure 11.8.

The good news is that we do not perfectly measure σrr, we measure its projection along the line of
sight. Thus, we also must measure some projection of σtt. The situation is messy, but given enough
stellar tracers – and using higher order moments – we can hope to measure both σtt and σrr (see e.g.
 Lokas 2009). This is still under the assumption of spherical symmetry, however.

The anisotropy mass degeneracy has meant that until very recently, we could not reliably measure
the mass distribution within dwarf galaxies. This is illustrated for the Fornax dwarf spheroidal in
Figure 11.9 (taken from Walker and Peñarrubia 2011). The top left panel shows the projected velocity
dispersion data for this dwarf. Several models are overlaid (lines) demonstrating that a wide variety
of models – including both ‘cuspy’ and ‘cored’ models fit the data.
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2

lution of their simulated dSphs leave the cuspy central struc-
ture of dSph CDM halos intact. Taking these results at face
value, it seems then that the Local Group dSphs represent the
most pristine dark matter halos to which we have observa-
tional access. Measurements of the slopes (i.e. ‘cusp’ vs.
‘core’) of dSph mass profiles can therefore provide a uniquely
direct test of structure formation within the CDM paradigm.
Pressure-supported stellar components provide the only

available kinematic tracers in dSphs, but thus far stellar kine-
matic data have figured only indirectly in core/cusp investi-
gations. For example, Kleyna et al. (2003) detect kinemat-
ically cold stellar substructure in the Ursa Minor dSph and
argue that its survival against tidal disruption is more likely
in a cored as opposed to a cusped host potential. Sánchez-
Salcedo et al. (2006) and Goerdt et al. (2006) argue that the
wide spatial distribution of the five globular clusters in the
Fornax dSph again favors a cored host potential, as dynam-
ical friction within a centrally cusped potential would have
caused the clusters to sink to Fornax’s center in less than a
Hubble time (unless those clusters had much wider orbits ini-
tially). On the other hand, Peñarrubia et al. (2010) argue that
the mass-size relation traced by the Milky Way’s dSph popu-
lation favors evolutionary scenarios that invoke cusped as op-
posed to cored halos4.
In contrast to the studies mentioned above, here we devise

a method for measuring the slopes of dSph mass profiles di-
rectly from stellar spectroscopic data. We proceed by com-
bining two recent results. First, for a spherically symmet-
ric dSph in dynamic equilibrium, the product of halflight ra-
dius and (squared) velocity dispersion provides an estimate
of the mass enclosed within the halflight radius (Walker et al.
2009a;Wolf et al. 2010). Second, some dSphs contain at least
two chemo-dynamically distinct stellar populations (Tolstoy
et al. 2004; Battaglia et al. 2006; Battaglia et al. 2011), each
presumably tracing the same dark matter potential. Here we
formulate a mathematical model that uses measurements of
stellar positions, velocities and spectral indices to distinguish
two dSph stellar subcomponents and to estimate their individ-
ual halflight radii and velocity dispersions. For a dSph with
two detected stellar subcomponents, we obtain estimates of
masses enclosed at two discrete points in the same mass pro-
file. Two points define a slope.

1.1. Stellar Kinematics with Two Numbers
In principle the Collisionless Boltzmann Equation (CBE,

Equation 4.6 of Binney & Tremaine 2008) relates the 6-
dimensional phase-space distribution function, f (!r,!v), of a
tracer component to the underlying gravitational potential,
thereby governing the joint distribution of stellar positions and
velocities for a pressure-supported galaxy in dynamic equi-
librium. In practice the available dSph data provide infor-
mation in only three dimensions—two spatial dimensions or-
thogonal to the line of sight and one velocity dimension along
the line of sight. Implementation of the CBE with dSph data
then requires transformations between 6D and 3D (or 2D with
spherical symmetry) phase-space distributions (e.g., Wilkin-
4 This result is particularly sensitive to the masses inferred for the Milky

Way’s ‘ultrafaint’ satellites. McConnachie & Côté (2010) have recently
shown that the small velocity dispersions observed for many of these sys-
tems can receive significant contributions from binary orbital motions, a con-
clusion supported by the recent direct detection of resolved binary motions
in the Boötes I satellite (Koposov et al. 2011). Downward revision of the
intrinsic velocity dispersions (and hence masses) of several of the smallest
ultrafaint dSphs could lead to a size/mass relation for Milky Way satellites
that favors cored over cusped dark matter halos (see Figure 11 of Peñarrubia
et al. 2010).

FIG. 1.— Top: Projected stellar velocity dispersion profile for the Fornax dSph,
adopted from Walker et al. (2009a). Overlaid are spherical Jeans models that assume
either a cored dark matter halo (red), an NFW dark matter halo (blue), or if one lets
the shape of the dark matter halo vary freely, velocity distributions that are either
isotropic (black), radially anisotropic (cyan), or tangentially anisotropic (green). Bot-
tom: Enclosed-mass profiles corresponding to the same models. The vertical dotted
line indicates Fornax’s projected halflight radius (Irwin & Hatzidimitriou 1995), where
the simple estimator specified by Equation 2 gives M(rh) = [5.3± 0.9]× 107M!, in
agreement with the value common to the various successful Jeans models.
son et al. 2002), often at significant computational expense.
Many dSph kinematic studies (e.g., Wilkinson et al. 2004;

Strigari et al. 2006, 2008; Koch et al. 2007; !okas 2009;
Walker et al. 2009a; Battaglia et al. 2008a, 2011) rely in-
stead on the Jeans equations, obtained by integrating the CBE
over velocity space. The spherically symmetric Jeans equa-
tion specifies the mass profile M(r)—including the contribu-
tion from any dark matter component—in terms of the stellar
density profile, ν(r), and stellar velocity dispersion profile,
v̄2(r) (Binney & Tremaine 2008):

1
ν

d
dr
(νv̄2r )+

2
r
(v̄2r ! v̄2θ) = !

GM(r)
r2

, (1)

where v̄2r and v̄2θ are components of the velocity dispersion in
radial and tangential directions, respectively. Confinement of
dSph stellar velocity data to the component along the line of
sight leaves the velocity anisotropy—usually quantified by the
ratio βani(r)≡ 1! v̄2θ(r)/v̄2r (r)—poorly constrained, ultimately
precluding model-independent constraints on the mass profile
in analyses based on Equation 1. For example, the top panel
of Figure 1 demonstrates that the projected velocity dispersion
profile observed for the Fornax dSph can be fit equally well by
Jeans models that assume either cored or NFW-cusped dark
matter halos, or if the shape of the dark matter halo is unspec-
ified, by models that assume the velocity distribution is either
isotropic, radially anisotropic or tangentially anisotropic.
The bottom panel of Figure 1 demonstrates that despite

this well-known degeneracy between mass and anisotropy,
the various successful Jeans models tend to have the same
mass enclosed within approximately the dSph halflight radius
(e.g., Strigari et al. 2007; Peñarrubia et al. 2008a;Walker et al.
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FIG. 9.— Results for the Carina, Fornax and Sculptor dSphs. Panels display posterior PDFs for model parameters, obtained from applying the two stellar subcomponent models
introduced in Section 3. Table 2 lists median values and 68% (95%) confidence intervals derived from these PDFs.

FIG. 10.— Left, center: Constraints on halflight radii and masses enclosed therein, for two independent stellar subcomponents in the Fornax and Sculptor dSphs. Plotted points
come directly from our final MCMC chains, and color indicates relative likelihood (normalized by the maximum-likelihood value). Overplotted are straight lines indicating the central
(and therefore maximum) slopes of cored (limr→0 d logM/d log r] = 3) and cusped (limr→0 d logM/d log r] = 2) dark matter halos. Right: Posterior PDFs for the slope Γ obtained for
Fornax and Sculptor. The vertical dotted line marks the maximum (i.e., central) value of an NFW profile (i.e., cusp with γDM = 1, limr→0[d logM/d log r] = 2). These measurements
rule out NFW and/or steeper cusps (γDM ≥ 1) with significance s ! 96% (Fornax) and s ! 99% (Sculptor).

6.3. Rotation
Mass estimates for stellar subcomponents identified by our

method are directly proportional to the corresponding esti-
mates of stellar velocity dispersions. In principle, any con-
tribution to these velocity dispersions by ‘non-thermal’ mo-
tions such as rotational support or unresolved binary orbital
motions (next section) might introduce a bias in our mass esti-
mates beyond those that we have already identified in Section
4.4.1.
A stellar subcomponent that receives significant support

against gravity from rotation about an axis not aligned with
the line of sight will exhibit a smooth variation in mean ve-
locity as a function of position. For the simplest (solid body)
rotation models, rotation introduces a gradient in mean line-
of-sight velocity. All three of the dSphs studied here exhibit
statistically significant gradients in their velocities as mea-

sured in the heliocentric and Milky Way rest frames (Walker
et al. 2008; Battaglia et al. 2008a). However, our method at-
tributes any such gradient not to rotation (which we implicitly
assume is insignificant), but wholly to the perspective effect
induced by the dSph’s systemic motion transverse to the line
of sight (Section 3.3). Since we account for this effect in our
likelihood function, our method effectively removes the con-
tribution of any apparent velocity gradient from our estimates
of the subcomponent velocity dispersions.
Onemight object that such gradients can arise due to a com-

bination of perspective effects and rotation, and that by at-
tributing any detected gradients entirely to perspective effects,
we unduly ignore what might be real and dynamically signif-
icant rotation. This concern is particularly relevant for Sculp-
tor, where the proper motion that we estimate disagrees with
both published astrometric measurements (Schweitzer et al.

Figure 11.9: The observed mass distribution in the Fornax dwarf spheroidal galaxy (taken from
Walker & Penarrubia 2011). Top left: The projected velocity dispersion as a function of radius for
Fornax (data points). Several models are overlaid (lines) demonstrating that a wide variety of models
– including both ‘cuspy’ and ‘cored’ models fit the data. Bottom left: The enclosed mass as a
function of radius for the same models shown in the top left panel. Notice that all models cross at
a critical point shown by the dotted black line: the half light radius. Right: Splitting the stars in
Fornax into a metal rich and a metal poor population improves the constraints on the mass profile.
Each population gives a constraint on the enclosed mass at a different radius shown by the two dense
clouds. The data appear to favour a cored model (magenta dotted line) over a cusped model (blue
dashed line).

However, the are ways to break this degeneracy. The bottom left panel shows the enclosed mass
as a function of radius for the same models shown in the top left panel. Notice that all models
cross at a critical point shown by the dotted black line: the half light radius. Battaglia et al. 2008
pointed out that we can split the stars in dwarf galaxies into a metal rich and a metal poor population
that have different scale lengths (see also Walker and Peñarrubia 2011; Amorisco and Evans 2011).
Thus, we can obtain a reliable mass estimate at two different radii: one for each population. This
breaks the mass anisotropy degeneracy, giving a constraint on the mass profile. This is shown for
Fornax in the right panel of Figure 11.9 (taken from Walker and Peñarrubia 2011). Each population
gives a constraint on the enclosed mass at a different radius shown by the two dense clouds. The
data appear to favour a cored model (magenta dotted line) over a cusped model (blue dashed line),
an argument further strengthened by indirect but compelling evidence for a dark matter core from
Fornax’s Globular Cluster distribution (Goerdt et al. 2006; Cole et al. 2012).

However, the case for cores in the other Milky Way dwarf spheroidals is less compelling. Battaglia
et al. 2008 and Walker and Peñarrubia 2011 find – using the same analysis technique as for Fornax
– that the Sculptor dwarf spheroidal also favours a core over a cusp, though its core is much less
statistically significant. All other dwarfs analysed to date are degenerate between cusps and cores
because split populations as powerful as those in Fornax have not yet been found.

Work continues in ernest on the dwarfs, however, because the prize is large. Many of them, like
the Draco dwarf, have formed so few stars that it should contain a near-pristine dark matter cusp, a
key prediction of ‘Cold Dark Matter’ that has yet to be tested.
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Appendix A

Common constants in astrophysics

Constant Value in S.I. units

Gravitational constant G = 6.672(4)×10−11 m3 kg−1 s−2

Speed of light c = 2.99792458×108 m s−1 (by definition)
Solar mass M� = 1.989(2)×1030 kg
Earth mass M⊕ = 5.976(4)×1024 kg
Solar bolometric luminosity L� = 3.826(8)×1026 j s−1

Stefan-Boltzmann constant σ = 5.670× 10−8J K−4 m−2 s−1

Unit conversions Value in S.I. units

Astronomical unit 1 a.u. = 1.49597892(1)×1011 m
Parsec pc = 3.08567802(2)×1016 m
Light year lyr = 9.4605284×1015 m
Erg erg = 10−7 j
Minute of arc arcmin = 2π/360/60 rad
Second of arc arcsec = 2π/360/60/60 rad

112



Appendix B

Key results from Vector Calculus

B.1 Curvilinear coordinates

Life is easy working in Cartesian coordinates: (x, y, z). However, as we shall see time and again
throughout this course, problems are often much simpler if we exploit inherent symmetries. It helps
then to work in coordinate systems which share the same symmetry as the problem we are looking at.
In practise, this means working typically in cylindrical polar coordinates: (R,φ, z), or spherical polar
coordinates: (r, θ, φ). Here, we briefly summarise the mathematical machinery required to transform
between general coordinate systems. For a much more detailed account see e.g. [Arfken and Weber,
2005].

Suppose we switch from Cartesian coordinates to some general coordinates: (q1, q2, q3). From the
chain rule we have:

dx =
∂x

∂q1
dq1 +

∂x

∂q2
dq2 +

∂x

∂q3
dq3 (B.1)

and similarly for y and z. Thus the distance between two points (q1, q2, q3) and (q1 +dq1, q2 +dq2, q3 +
dq3), is given by:

ds2 = dx2 + dy2 + dz2

=
∑

l

∂xl
∂qi

∂xl
∂qj

dqidqj

= hijdqidqj (B.2)

where we have employed the summation convention (repeated indices are summed over), and hij is
known as the metric tensor - you may be familiar with this from General Relativity. In orthogonal
coordinate systems, hij is diagonal ⇒ ds2 = hiidq

2
i = h2

i dq
2
i . This last equality is a notation usually

used to avoid confusion since for hiidqidqi it may not be clear what is really summed over. In the
above definition, we have that h1 =

√
h11 and similarly for the other components. Finally, note that

we have used the notation xl for the lth component of the vector x = (x, y, z).
As an example, consider spherical polar coordinates. Here we have:

x = r sin θ cosφ; y = r sin θ sinφ; z = r cos θ (B.3)

Thus, we have:

h2
1 = h11 =

∑

l

∂xl
∂q1

∂xl
∂q1

= sin2 θ cos2 φ+ sin2 θ sin2 φ+ cos2 θ

= 1 (B.4)

Similarly, we find h2 = r, h3 = r sin θ.
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B.2 Divergence operator

The Divergence operator, also called grad, or nabla, in Cartesian coordinates is given by:

∇ =

(
∂

∂x
,
∂

∂y
,
∂

∂z

)
(B.5)

The above notation is commonly used, but is potentially dangerous. More formally, we should write:

∇ = x̂
∂

∂x
+ ŷ

∂

∂y
+ ẑ

∂

∂z
(B.6)

where x̂, ŷ, ẑ are unit vectors pointing along each of the Cartesian coordinate axes. In Cartesian

coordinates, where each unit vector is a function only of one coordinate (∇ · x̂ = ∂
∂x , etc.), this

distinction is not so important. However, in more general orthogonal coordinates, we must remember
that nabla acts also on the unit vectors themselves.

In a general, orthogonal, coordinate system: (q1, q2, q3), ∇ is given by:

∇ =
ê1

h1

∂

∂q1
+
ê2

h2

∂

∂q2
+
ê3

h3

∂

∂q3
(B.7)

where ê1, ê2, ê3 are unit vectors pointing along each of the general coordinate axes. Note that we do
not concern ourselves here with covariant and contravariant forms since these only come into play
when we consider non-orthogonal coordinate systems.

B.3 Divergence & Curl

The Divergence in Cartesian coordinates is defined:

∇ · F =
∂Fx
∂x

+
∂Fy
∂y

+
∂Fz
∂z

(B.8)

And in a general, orthogonal, coordinate system: (q1, q2, q3), it is:

∇ · F =
1

h1h2h3

(
∂

∂q1
(h2h3F1) +

∂

∂q2
(h3h1F2) +

∂

∂q3
(h1h2F3)

)
(B.9)

Similar results may be derived for the curl, ∇ × F , in general coordinate systems (see e.g. [Arfken
and Weber, 2005]).

The Divergence and Curl may be better understood physically through the following theorems:

The Divergence Theorem: ∫

V

∇ · FdV =

∫

S

F · dS (B.10)

4.  The ‘one body problem’: Potential theory

Gauss’s theorem (divergence theorem):

Key results from vector calculus

Z

V
∇ · Fd3x =

Z

S
F · dS

∇ =
(

∂
∂x

,
∂
∂y

,
∂
∂z

)
Div. operator in Cartesian coordinates (x,y,z):

Stoke’s theorem:
I

C
F · dl =

Z

S
(∇×F) · dS

dS

V

S

S

dS

C

Stoke’s Theorem: ∮

C

F · dl =

∫

S

(∇× F ) · dS (B.11)

4.  The ‘one body problem’: Potential theory

Gauss’s theorem (divergence theorem):

Key results from vector calculus

Z

V
∇ · Fd3x =

Z

S
F · dS

∇ =
(

∂
∂x

,
∂
∂y

,
∂
∂z

)
Div. operator in Cartesian coordinates (x,y,z):

Stoke’s theorem:
I

C
F · dl =

Z

S
(∇×F) · dS

dS

V

S

S

dS

C

The above two theorems give us physical insight. Suppose that the field F represents the force per unit
mass of a gravitational field: F = −∇Φ. Then ∇ ·F = 0 tells us that there is no net force pointing in
or out of a surface bounding some volume around the gravitational field, V . No force means no mass to
produce that force. Not surprisingly, then, we have from Poisson’s equation ∇·F = ∇2Φ = 4πGρ = 0.
Similarly, ∇ × F = 0 tells us something important about the gravitational field. It means that the
integral around a closed loop of F · dl = 0. But this is just the work done – the energy expended in
moving around that closed loop. It means that the field is conservative and that particles moving in
that field conserve energy. Since ∇ × ∇Φ = 0 for any scalar field Φ [exercise], we have that gravity
must be a conservative force.
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Appendix C

Some useful mathematical functions

C.1 The Dirac Delta function

The Dirac Delta function is defined as:

δ(x) = 0;x 6= 0 (C.1)

∫
f(x)δ(x)d3x = f(0) (C.2)

C.2 Functions for use in tensor calculus

The Dirac Delta function is not to be confused with the Kronecker delta used in tensor calculus:

δij =

{
1, if i = j
0, if i 6= j

(C.3)

Another useful object in tensor calculus is the Levi-Civita pseudo-tensor:

εijk =





1, if (i, j, k) = (1, 2, 3), (2, 3, 1), or (3, 1, 2)
−1, if (i, j, k) = (3, 2, 1), (2, 1, 3), or (1, 3, 2)
0, otherwise : i = j, j = k, or k = i

(C.4)

It is used to define the cross product of two vectors:

c = a× b ≡ ci = εijkajbk (C.5)

where we have employed the summation convention:

ci = εijkajbk ≡
∑

j,k

εijkajbk (C.6)

You should be able to convince yourself, using the definition of εijk, that the above is indeed the usual
cross product (which many students like to remember it as a determinant of a 3x3 matrix).

Note that εijk is a pseudo-tensor. The result of a cross product is not actually a vector (as is
sometimes taught), but a pseudo-vector. Pseudo vectors transform just like normal vectors under a
rotation, but not under an inversion followed by a rotation (where they gain an extra sign-flip). This
is easy to see for the cross product by considering a coordinate inversion where all vectors change
sign: a→ −a, b→ −b. But the pseudo-vector c = −a×−b remains unchanged. Pseudo-tensors may
be similarly defined. They are, in general, of limited use because they are not (unlike normal tensors)
coordinate invariant.
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Appendix D

The Taylor expansion

We use the Taylor expansion a lot throughout this course; for completeness, we derive it here. We
may write any function as an infinite power law series:

f(x) =
∑

n=0

an(x− a)n; (x− a) < 1 (D.1)

The (x−a) < 1 is required to ensure the series converges. If a function may be represented by a finite
number of terms (for example if f(x) is really a polynomial), then this criteria may be dropped. The
terms, an, may be obtained by differentiation. Notice that:

f(x)′ =
∑

n=1

nan(x− a)n−1 (D.2)

f(x)′′ =
∑

n=2

n(n− 1)an(x− a)n−2 (D.3)

...

f(x)n = n!an (D.4)

We can now find the an by setting x = a:

fn(a) = n!an (D.5)

and we derive the Taylor series:

f(x) =
∑

n=0

fn(a)

n!
(x− a)n; (x− a) < 1 (D.6)

The above refers to a Taylor series in x about a point a. This can be a source of confusion for students
because, more commonly, people want to expand a Taylor series in some small quantity δx about
a point x. This means that in the above formula, we must substitute: x → x + δx and a → x.
This confusing use of notation is common, unfortunately, in most math methods books. Switching
variables, as above, we obtain:

f(x+ δx) =
∑

n=0

fn(x)

n!
δxn; δx < 1 (D.7)

which is the form of the Taylor expansion most commonly used in physics. It may be simply generalised
to vectors of more than one variable to give:

f(x+ δx) =
∑

n

1

n!
(δx · ∇)

n
f(x); |δx| < 1 (D.8)

see e.g. [Arfken and Weber, 2005].
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Appendix E

Solving Poisson’s and Laplace’s
equations

Two very important equations in physics are Poisson’s equation:

∇2Φ = 4πGρ (E.1)

and, the special case, Laplace’s equation:

∇2Φ = 0 (E.2)

Here we outlined the basic strategy for solving Poisson’s equation: reduce ∇2Φ = 4πGρ to solving
∇2Φ = 0 inside and outside of infinitesimal spherical shells, subject to suitable boundary conditions;
then sum over these infinitesimal shells. In this appendix we work through a concrete example of this
in cylindrical polar coordinates (R,φ, z).

So, step one is to solve Laplace’s equation in cylindrical coordinates. Before solving it, we must
first recall what Laplace’s equation is in cylindrical polar coordinates. In Cartesian coordinates it is
straightforward from the definition of ∇, also called grad1 (see Appendix B):

∇2 = ∇ · ∇ =
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2
(E.3)

In more general coordinate systems, we must remember to correctly transform each of the Cartesian
coordinates (see e.g. Appendix B and [Arfken and Weber, 2005]). ∇2 then looks quite different.
Substituting for F = ∇Φ in equation B.9 and noting that in cylindrical coordinates we have hR = 1,
hφ = R and hz = 1, we recover:

∇2Φ =
1

R

∂

∂R

(
R
∂Φ

∂R

)
+

1

R2

∂2Φ

∂φ2
+
∂2Φ

∂z2
= 0 (E.4)

The key to solving Laplace’s equation is the method of separation of variables. It is important to
note that this is only possible in some special coordinate systems – notably Cartesian, cylindrical
polars, spherical polars and oblate spherical coordinates. In more general coordinates things get more
difficult.

Separation of variables works by writing: Φ(R,φ, z) = A(R)B(φ)C(z). Notice that we may now
rearrange equation E.4 to give:

1

AR

∂

∂R

(
R
∂A

∂R

)
+

1

R2B

∂2B

∂φ2

︸ ︷︷ ︸
f(R,φ)

+
1

C

∂2C

∂z2︸ ︷︷ ︸
g(z)

= 0 (E.5)

1∇ and ∇2 are often referred to as operators because they operate on the variable which comes after them. In this
case the operation is differentiation.
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Notice that the left two terms are a function of R and φ only, while the right term is a function only
of z. This is the key to the separation of variables method. Now the term on the right is a constant
as far as the left two terms are concerned. We may write:

− 1

C

∂2C

∂z2
= const. = m2 (E.6)

which gives us C(z) = Cme
mz, where m is a complex number.

Now we may play the same game with the left two terms. Re-arranging, we obtain:

R

A

∂

∂R

(
R
∂A

∂R

)
−m2R2 = − 1

B

∂2B

∂φ2
(E.7)

Now the left term is a function only of R, while the right is a function only of φ. As above, we may
introduce another constant and find: B(φ) = Ble

lφ (l is also a complex number). This leaves just the
R equation, which may be rearranged to give:

1

R

∂

∂R

(
R
∂A

∂R

)
− (m2 +

l2

R2
)A = 0 (E.8)

This is Bessel’s equation. Its solutions may not be obtained analytically. This is usually ‘swept under
the carpet’ by simply labelling the functions which solve the above equation as ‘Bessel functions’;
these may then be calculated whenever they are required using numerical techniques (see e.g. [Press
et al., 1992]). The full solution to Laplace’s equation may now be written as:

Φ(R,φ, z) =
∑

m,l

amlAml(R)emzelφ (E.9)

where Aml(R) are the Bessel functions. Poisson’s equation may now be solved from the above by
applying boundary conditions at infinity, zero and the surface of the thin shell; and summing over all
such infinitesimal shells.

For a disc galaxy, we may assume that it is symmetric in φ. This is, of course, just an approxima-
tion. Real galaxies show beautiful spiral arm features which are clearly not symmetric in φ. However,
using this assumption, we have: B(φ) = const. and l = 0. Thus equation E.8 reduces to:

1

R

∂

∂R

(
R
∂A

∂R

)
−m2A = 0 (E.10)

where A ≡ Jm(R) are cylindrical Bessel functions of order m.
As a final postscript, note that there are a whole other independent set of solutions to equation

E.10 usually denoted J−m(R) which is a bit confusing since this does not mean that m is negative. In
special cases, we also need to consider Bessel functions of the second kind – called Neumann functions.
Finally, there are a set of related functions which solve a very similar equation called modified Bessel
functions. You can read about all of these and more in any good math methods textbook (e.g. [Arfken
and Weber, 2005]).
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Appendix F

Spherical harmonics

Spherical harmonics are an orthonormal basis function set, defined on the surface of a sphere (θ, φ).
They are a natural choice for systems at or close to spherical symmetry. A function can in general be
written as some sum over the basis set (c.f. Fourier series):

f(r, θ, φ) =

∞∑

l=0

m=l∑

m=−l
flm(a)Y ml (θ, φ) (F.1)

where (r, θ, φ) are the familiar spherical polar coordinates, flm(a) are coefficients, and Y ml (θ, φ) are
the spherical harmonic basis functions (see below for the first few of these). The coefficients may
be derived similarly to Fourier series coefficients by multiplying through by the conjugate basis set
Y m∗l (θ, φ) and integrating:

flm =

∫ π

0

sin θdθ

∫ 2π

0

dφY m∗l (θ, φ)f(r, θ, φ) (F.2)

The first few spherical harmonic terms are given below for reference. A graphical representation of
these is given in Figure F.1.

Y 0
0 (θ, φ) = 1√

4π

Y 0
1 (θ, φ) =

√
3

4π cos θ Y ±1
1 (θ, φ) = ±

√
3

8π sin θe±iφ

Y 0
2 (θ, φ) =

√
5

16π (3 cos2 θ − 1) Y ±1
2 (θ, φ) = ±

√
15
8π sin θ cos θe±iφ Y ±2

2 (θ, φ) =
√

15
32π sin2 θe±2iφ

Figure F.1: The real and imaginary parts of the first few spherical harmonic basis functions. They
may look familiar to you from chemistry class. The monopole term is what physical chemists would
call an ‘s’ orbit, the dipole term is what is referred to as a ‘p’ orbit. The sum over many terms in
the spherical harmonic series, each with different weight can reproduce any smooth function of (θ, φ).
Hence they are referred to as orthogonal basis functions. Fourier series are another example of a set
of basis functions you may have come across before.
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Appendix G

Lagrangian & Hamiltonian
mechanics

In this appendix we briefly review Lagrangian and Hamiltonian mechanics. It is important to state
up-front that neither of these methods will do anything that you can’t already do with Newtonian
mechanics. In fact, they do a little bit less as you will see on the problem sheet. However, they often
make hard problems in Newtonian mechanics very simple. As an example, we will use them in this
appendix to solve two powerful theorems: Noether’s theorem and Liouville’s theorem. You will see
many other examples on the problem sheet and throughout the course.

G.1 Lagrangian mechanics

In classical Newtonian mechanics, a system of gravitating particles evolves under Newton’s laws. These
are the familiar: a body continues its motion unchanged unless acted on by a force; force is the rate of
change of momentum; and every action has an equal and opposite reaction1. Lagrangian mechanics is
really just a reworking of Newton’s first law. The central idea is summed up in Figure G.1. A particle
starts at a position x1(t1) and moves to x2(t2). If no forces acted it would move in a straight line.
However, in the presence of forces (in this case gravity), the particle’s motion will be more complex.
The central idea in Lagrangian mechanics is that this deviation from a straight line path will be as
small as possible. Particles will move on the shortest possible path between points 1 and 2 given the
constraint that they are acted on by forces. In more mathematical language, we may write the path
length between 1 and 2 as:

S =

∫ x2,t2

x1,t1

L(x, ẋ, t)dt (G.1)

This defines the Lagrangian, L(x, ẋ, t), which now contains all of the physics.
Now, suppose that we know that the path, S, is the shortest given the physical constraints. This

means that if we pick a path infinitesimally close to S, S′, then δS = S′ − S = 0. This is shown in
Figure G.1. Along the path S, the particle motion is given by the function x(t); along S′ it is given
by x′(t) = x+ δx. Now, if we can solve for x(t), then we have solved for the dynamics of the system;
we know what path the particle will take given the boundary conditions: x1(t1), x2(t2). The solution
is a key result from the Calculus of Variations and we will now derive it:

δS = S′ − S

= δ

∫ x2,t2

x1,t1

Ldt

=

∫ x2,t2

x1,t1

[L([x+ δx], [ẋ+ δẋ], t)− L(x, ẋ, t)] dt (G.2)

1Of course, Newton himself never actually phrased the laws in this way.
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S

S′

x1, t1

x2, t2
x(t)

x+δx; t +δt

Figure G.1: The principle of least action: a particle will move on the extremum path between two
fixed points.

Taylor expanding the left term2, and using the summation convention3, gives:

δS =

∫ x2,t2

x1,t1

[
L+

∂L

∂xi
δxi +

∂L

∂ẋi
δẋi +O(δ2)− L

]
dt

=

∫ x2,t2

x1,t1

[
∂L

∂xi
δxi +

∂L

∂ẋi
δẋi

]
dt (G.3)

where xi is one component of the vector x.
The second term may be dealt with by integrating by parts and noting that δx(t1, t2) = 0. Thus,

we have:

δS =

∫ x2,t2

x1,t1

[
∂L

∂xi
− d

dt

(
∂L

∂ẋi

)]
δxidt = 0 (G.4)

and we derive the Euler-Lagrange equations:

∂L

∂xi
− d

dt

(
∂L

∂ẋi

)
= 0 (G.5)

The above equations now allow us to solve for x(t) given the Lagrangian, L. But what is L? In
practice, L, is just whatever mathematical function recovers the correct dynamics equations – in this
case Newton’s laws. For classical mechanics, we have L = T −V where T is the kinetic energy, and V
is the potential energy. It is tempting to ascribe some physical meaning to the above, but this would
be a mistake. The Lagrangians for special relativity and electromagnetism do not have such simple
forms and so we should think of it only as a coincidence.

Putting L = T − V = 1
2mẋ

2
i −mΦ into equation G.5 gives:

m

(
∂Φ

∂xi
+ ẍi

)
= 0 (G.6)

and we recover Newton’s second law!
We appear to have put lots of work into developing some mathematical machinery which has just

given us (by design) Newton’s second law. So what is the point of the above exercise? In the following
sections, we shall use the Euler-Lagrange equations to derive some very powerful theorems. We will
see that the above is effectively a very useful mathematical trick which makes some problems much
easier to solve. However, as you will see on the problem sheet, it can make some problems harder to
solve; and some, impossible.

G.1.1 Holonomic constraints

If you remember back to all of those mechanics classes you sat through in your youth, you may
remember that one of the most confusing aspects of Newtonian mechanics is getting the reactionary

2You should have seen this many times by now. If you need to refresh your memory see Appendix D.
3This convention, due to Einstein, means that all repeated indices are summed over: ∂L

∂xi
δxi ≡

∑3
i=1

∂L
∂xi

δxi.
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mg

R

θx

y

f

a
αP

Figure G.2: An example of Newtonian v.s. Lagrangian mechanics: a ball rolling (f 6= 0) or sliding
(f = 0) down an inclined plane. The reaction force and friction forces from the plane, R and f
respectively, are marked; neither is necessary in the Lagrangian approach.

forces right; for example the force of reaction of an inclined plane on a ball falling under gravity.
Such problems are completely avoided in the Lagrangian approach which derives the equations of
motion just from the kinetic and potential energy. However, unfortunately, we do not get something
for nothing as we shall show in this section.

Let us consider the inclined plane problem to help to illustrate what is going on. The familiar set-
up is shown in Figure G.2: a ball of mass m, radius a, slides down a plane of angle θ. The reactionary
force from the plane is marked, R. We assume, for now, that the ball slides without rolling (f = 0).

The reactionary force must be supposed to exist because otherwise the ball would fall directly
through the plane – the force from gravity points downwards, after all! So the reactionary force is a
form of constraint – the ball is constrained to move on the surface of the plane. Mathematically, we
may write the constraint as: y = 0. Constraints which may be written in this form (g(xi) = 0) are
called holonomic constraints. Such constraint equations reduce the degrees of freedom for the ball:
the number of independent directions the ball can move in.

The entire motion of the ball may be described using just the x coordinate along the plane. This
is known as a generalised coordinate. It describes the motion of the ball only within the space it is
constrained to move.

Just for illustrative purposes, let us now derive the equations of motion for the ball. First using
Newton, and then again with the new Lagragian technique. Newton is straightforward: balancing
forces along the plane and perpendicular to the plane we have:

mg cos θ = R (G.7)

mg sin θ = mẍ (G.8)

Now using Lagrangian mechanics:

L =
1

2
mẋ2 −mgx sin θ (G.9)

which from equation G.5 gives:
mẍ−mg sin θ = 0 (G.10)

and notice that we no longer need to even introduce the concept of the reactionary force!
Lagrangian mechanics is great for systems where we can work in generalised coordinates which

describe the motion of some particles subject to some holonomic constraints. However, we run into
problems when we cannot describe the constraints in holonomic form.

Imagine now the same problem as above, but with friction between the plane and the ball (f 6= 0).
If the ball rolls without slipping, the no-slippage constraint gives us: dx = adα (the angle, α, is defined
in Figure G.2). A constraint of this form is non-holonomic. Consider a representative point on the
surface of the sphere, P . It now necessarily moves in two dimensions. There is no simple constraint
which reduces the degrees of freedom of the problem.
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We can still solve the problem using Newton and Lagrange, however. First Newton:

mẍ = mg sin θ − f (G.11)

Iα̈ =
I

a
ẍ = fa (G.12)

where I = 2
5ma

2 is the moment of inertia of a sphere4; and we have used the no-slippage constraint
equation to eliminate α̈. Eliminating for the friction force, f , then gives us the equation of motion:

mẍ = mg sin θ − 2

5
mẍ (G.13)

Notice that we have once again required an additional force – the friction, f . In the Lagrangian
approach this is not necessary; we can derive the equation of motion directly from the Lagrangian:

L =
1

2
mẋ2 +

1

2
Iα̇2 − gmx sin θ (G.14)

But, wait a minute! We know from Newton that the equation of motion has only one variable, x (see
equation G.13 – remember that θ is a constant). Yet the Lagrangian as written above is an equation
in two variables: x and α. We may substitute α for x using the no-slippage constraint. But we cannot
chose a new coordinate system which forces the Lagrangian to have only one generalised coordinate.
The above illustrates a key point. There is no holonomic constraint equation which can be applied.

The non-slip condition is an example of a velocity constraint equation: ẋ = aα̇; these are always
non-holonomic. Of course, we can still solve the problem by substituting for α̇ and then using equation
G.5. This recovers equation G.13 as expected [exercise].

You will try some more astrophysical examples of this on the problem sheet.

G.1.2 Noether’s Theorem

We have seen some of the strengths and short-falls of the Lagrangian approach. Now it is time to see
its full potential. Consider a Lagrangian which is invariant under a translation: L(xi + δxi) = L(xi).
Then we can Taylor expand the left term:

L(xi + δxi) = L(xi) + δxi
∂L

∂xi
+O(δx2

i ) (G.15)

Breaking the translation up into a series of infinitesimal steps (lim δx→ 0), we recover the definition
of differentiation:

L(xi + δxi)− L(xi)

δxi
=
∂L

∂xi
= 0 (G.16)

and from the Euler-Lagrange equation, (equation G.5), we obtain:

d

dt

(
∂L

∂ẋi

)
= 0 (G.17)

⇒
∂L

∂ẋi
= mẋi = const. (G.18)

A Lagrangian which does not depend on the position of the system as a whole, requires linear mo-
mentum conservation! This is actually quite a deep result. We observe momentum conservation in
the Universe as an empirical fact. However, the above tells us that we must have linear momentum
conservation if the laws of physics (which are completely described by the Lagrangian) are to be the
same everywhere in space.

4Recall that the moment of inertia of a body is a second moment of the density. The first moment is the centre
of mass times the mass: Mx =

∫
xρ(x)d3x. The moment of inertia is the second moment involving the perpendicular

distance to a given axis. It must in general be a tensor. About the centre of mass we have: Iij =
∫

(r2δij−xixj)ρ(x)d3x.
Hence Iα̈ describes a torque. In this problem, we use the moment of inertia for the sphere. In this case, by symmetry,
we have Ixx = Iyy = Izz = I =

∫
(x2 + y2)ρd3x = 2

5
ma2. All other terms are zero.
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We may perform a similar exercise for angular momentum. We work in cylindrical polars (R,φ, z)
for simplicity. Consider a Lagrangian invariant under a rotation: L(φ + δφ) = L(φ). As above, we
can Taylor expand to show that ∂L

∂φ = 0. Then the Euler-Langrange equations give us:

∂L

∂φ̇
=

∂

∂φ̇

(
1

2
mR2 +

1

2
mR2φ̇2 +

1

2
mż2 − V (R,φ, z)

)

= mR2φ̇

= const. (G.19)

So if physics is the same whichever way we are facing, then we must have angular momentum conser-
vation.

Finally, we can look at what happens if the Lagrangian is invariant in time. Now we have ∂L
∂t = 0.

Thus:

dL

dt
=

∂L

∂xi
ẋi +

∂L

∂ẋi
ẍi

=
d

dt

(
∂L

∂ẋi
ẋi

)
(G.20)

Thus:

H =
∂L

∂ẋi
ẋi − L

= T + V

= const. (G.21)

Where H is the Hamiltonian of the system and is the total energy of the system.
We have shown that if physics is the same from one moment to the next, is the same independent

of direction and is the same from one place to the next, then we must have conservation (globally) of
momentum, angular momentum and energy. This is why these three conservation laws are so central
to modern physics. They are difficult to get away from – particularly in astronomy. If physics is
different from one location to the next, or from one time to the next, then the whole exercise of
astrophysics is made extremely difficult. We could no longer reliably apply terrestrial physics to the
cosmos!

G.1.3 Rotating reference frames

As another example of Lagrangian mechanics making life easier, let’s derive the equations of motion
for a general rotating reference frame. You may think that you have derived this before using Newton’s
laws. But little did you know that you really only treated a special case: that of frames rotating at
constant angular speed. We will now derive the general result using Lagrangian mechanics with the
angular velocity of the frame free to be a function of time: Ω = Ω(t). We will see that there are, in
general, more fictitious forces than just the centrifugal and coriolis terms you will have seen before.
Sounds hard? Watch as the Euler-Lagrange equations make it easy...

First let’s write down the Lagrangian:

L = T − V =
1

2
m|vin|2 −mΦ(x) (G.22)

where vin is the total velocity as observed from an inertial frame. This velocity then includes that of
the rotating frame. Thus we have:

vin = ẋ+ Ω× x (G.23)

where Ω(t) is the angular velocity of the rotating frame.
Now, hopefully you will have seen tensor notation before. Vectors are all very well, but tensor

notation makes life so much easier. We will, as above, use the summation convention throughout and
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from now on xi refers to an element in the vector x, and similarly for other quantities. The main
reason why this makes life easier is that all quantities then become scalars (e.g. xi is a scalar element
of the vector x) and they commute, add, subtract, multiply and divide just like normal numbers.

In tensor notation the Lagrangian becomes:

L =
1

2
m (ẋi + εijkΩjxk)

2 −mΦ(x) (G.24)

Hopefully, you will have seen the Levi-Civita pseudo-tensor, εijk, before. Primarily it is used to define
the cross product in tensor notation. If you are not familiar with it, have a look in Appendix C. Note
also that the notation, Φ(x), just means that Φ is a function of all three position coordinates.

Now all we have to do is put the above Lagrangian into the Euler-Lagrange equations. Simple!
We have:

d

dt

(
∂L

∂ẋl

)
=

d

dt
[m (ẋi + εijkΩjxk) δil] (G.25)

where δil is the Kronecker delta (see Appendix C). An important point to note here. Remember when
differentiating in tensor notation to always introduce a new subscript (in this case l). Don’t use any
of the subscripts already in use. You will end up in a horrible mess that way. Remember that all of
the other subscripts in the Lagrangian are being summed over! (they are called ‘dummy’ indices).

Now for the next part of the Euler-Lagrange equations:

∂L

∂xl
= m (ẋi + εijkΩjxk) εipqΩpδql −m

∂Φ

∂xl
(G.26)

Putting the above together, and returning to vector notation, we recover:

m
(
ẍ+ Ω̇× x+ 2Ω× ẋ+ Ω× Ω× x

)
+m∇Φ (G.27)

We now see that, in general, there are three fictitious forces. The term on the left is the new one: the
inertial force of rotation, the middle term is the coriolis force, and the right term is the centrifugal
force. We have been using the centrifugal force throughout the course so far. We see that in the
special case of circular orbits, Ω = Ωẑ, and the centrifugal term reduces to the familiar: mΩ2R (in
cylindrical coordinates: (R,φ, z)).

G.2 Hamiltonian mechanics

At the end of section G.1.2, we introduced a new quantity – the Hamiltonian, H, of a system. This
describes the total energy of the system and we may use it to form Hamiltonian mechanics. This is
really just another way of formulating Lagrangian mechanics. But as we shall see, it is also useful for
quickly solving some otherwise difficult problems.

We first define more rigourously what we mean by generalised coordinates. We mentioned these
briefly in section G.1.1. If we have a generalised position coordinate, qi, then we may define the
generalised momentum:

pi ≡
(
∂L

∂q̇i

)
(G.28)

We now have generalised coordinates which completely describe the particle distribution at a given
moment: qi, pi. Recall that these are the coordinates which describe the space constrained by the
holonomic constraint equations. However, we may think of them as ‘position’ and ‘momentum’. The
space they describe is called phase space. In general this space has 6 dimensions per particle; in
practice, the constraint equations reduce this dimensionality.

Now, we wish to reformulate the Euler Lagrange equations in terms of the generalised coordinates.
This will give us Hamilton’s equations of motion.

Recall from section G.1.2, we defined the Hamiltonian as:

H = piq̇i − L (G.29)
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and we proved that if L does not depend explicitly on time then H represents the total energy of the
system and is conserved.

Using the Euler-Lagrange equations, it is straightforward to prove that:

∂H

∂qi
= −ṗi;

∂H

∂pi
= q̇i (G.30)

These are Hamilton’s equations. They are a reworking of the Euler-Lagrange equations, but now in
the generalised coordinates: (qi, pi).

So the above is all just fancy mathematics at the moment. What do we gain from it? Well,
generalised coordinates are very useful. The Euler-Lagrange equations are somewhat hampered by
the fact that we must choose a coordinate, qi, and its time derivative, q̇i to represent the system. Now,
we have no such limitation. We can represent our system using any two independent coordinates qi
and pi. Notice the symmetry in Hamilton’s equations. This will help you understand what we have
achieved by using generalised coordinates. We can now completely swap pi → qi and qi → −pi.
Although pi is called a generalised momentum, we can quite happily use it to represent position:
pi = xi, with the generalised coordinate representing momentum qi = −mẋi, if we like.

G.2.1 Canonical transformations

We will see how far these generalised coordinates can take us in the following sections. However,
first we must define a canonical coordinate transformation. This will allow us to transform between
different generalised coordinates, while ensuring that Hamilton’s equations still hold true.

Substituting the Hamiltonian (equation G.29) into equation G.2, we can now define a variational
principle for Hamiltonian mechanics – just as we did for Lagrangian mechanics:

δS = δ

∫
(piq̇i −H) dt = 0 (G.31)

Now, imagine we switch to some new phase space coordinates, (Qi, Pi), with a new associated Hamil-
tonian, F . For the new coordinates, we may also write:

δS = δ

∫ (
PiQ̇i − F

)
dt = 0 (G.32)

The key point here is that we are only interested in transformations which preserve the dynamics of
the system. This means that if I travel in a loop from one fixed point in phase space to another, and
back again, the physical path taken in each coordinate system must be the same. Mathematically
speaking this means that:

∮ [
(piq̇i −H)−

(
PiQ̇i − F

)]
dt = 0 (G.33)

The above will always be true if we state that the integrand is given by the absolute time derivative
of some function, G:

(piq̇i −H)−
(
PiQ̇i − F

)
=
dG

dt
(G.34)

such that: ∮
dG

dt
dt =

∮
dG = 0 (G.35)

Coordinate transformations of the above sort are called canonical transformations, and we now prove
an important property of them.

Splitting up G in the following way:

dG = pidqi − PidQi + dG′ (G.36)

with dG′ = (−H + F )dt, we find that:

∮
pidqi − PidQi = 0 (G.37)

126



since the contribution from dG′ cancels in integrating around a closed loop. This proves an important
property of canonical transformations:

∮
pidqi is conserved. We will return to why this is important

shortly.
But how do we actually perform such a transformation? We can understand this by asserting some

form for G. The function G is arbitrary, but a useful choice (and we shall see why below) is:

G = S(Pi, qi, t)− PiQi (G.38)

From equation G.34, and substituting equation G.38, we obtain:

pidqi −Hdt− PidQi + Fdt− d(S − PiQi) = 0 (G.39)

gathering terms together, we have:

(
pi −

∂S

∂qi

)
dqi +

(
∂S

∂Pi
−Qi

)
dPi +

(
F −H − ∂S

∂t

)
dt = 0 (G.40)

and we obtain:

pi =
∂S

∂qi
; Qi =

∂S

∂Pi
; F = H +

∂S

∂t
(G.41)

We can now use the above equations to transform from (qi, pi) to (Qi, Pi). The function, S, is called
the generating function, and it defines the canonical coordinate transform.

G.2.2 The Hamilton-Jacobi equation

Now it’s time to start showing you why we went to so much trouble to pose our dynamics equations
in such abstract terms. The key is understanding a cunning trick due to Jacobi. He realised that if
we can find some phase space coordinates (Qi, Pi) in which the Hamiltonian vanishes, F = 0, then
Hamilton’s equations become:

Ṗi = 0; Q̇i = 0 (G.42)

Both Pi and Qi are now constants of the motion. In one step, we have completely solved the problem.
The transformation which achieves this may be written down directly from equations G.41. The result
is the Hamilton-Jacobi (H-J) equation:

H(
∂S

∂qi
, qi, t) +

∂S

∂t
= 0 (G.43)

All we need to do is to solve the above equation for the generating function, S. We then obtain Qi
from Qi = ∂S

∂Pi
, and the Pi are the integration constants of equation G.43. This is a more significant

step than Hamilton’s equations themselves. Recall that Hamilton’s equations are ultimately just a
reworking of Newton’s laws. But if we can solve the H-J equation, then we have actually solved
Newton’s equations of motion completely.

In practice, however, solving the H-J equation is not that useful because S = S(t). Our transfor-
mation which solves the problem evolves with time! But, if we assume from the start that S is some
simple function of time: S(t) = αt+β, then we can reduce the H-J equation to an even simpler form:

H(Pi) = const. (G.44)

The above equation is really useful. Now Hamilton’s equations reduce to:

Pi = const.; Qi = At+B (G.45)

As above, if we can find the generating function, S, then our dynamics problem is fully solved. But
now S takes a much simpler time independent form.

In general, there will be many many cases where there are no solutions to the H-J equation.
However, as we shall see next, even these cases tell us something important about the dynamics of
the system.
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G.2.3 Actions & integrals

Solving equation G.44 gives us the generating function, S which transforms (qi, pi) → (Qi, Pi) such
that Pi = const.. Such constants are arbitrary – they are just constants of integration which come
out of the H-J equation. As such, we may further constrain S by choosing our constants of motion in
advance. A natural choice is the conserved loop integral we encountered earlier. We define the action
of a system as being:

Ai =
1

2π

∮

γi

pidqi (G.46)

where γi describes an independent path through phase space. In general, there will be three such
independent paths – one for each Pi = Ai.

Actions are useful for two main reasons. Firstly, they are isolating integrals of the motion. An
integral of the motion is conserved along the trajectory of the particle. An isolating integral is even
more useful: it lowers the dimensionality of the phase space available to the particle. An example you
have already come across is the energy, which is an isolating integral for any static potential. (This
is a direct result of gravity being a conservative force.) If no other isolating integrals exist, then the
particle is free to roam throughout all of phase space – as far as its energy will allow. Such an orbit
will be chaotic and it will not be a solution of the H-J equation. The other extreme is an orbit with
five isolating integrals of motion. Such an orbit will be completely confined to a line in phase space.
The Kepler orbit is the classic example of this.

Actions are particularly special isolating integrals. This is because, having found the actions, the
motion of the particle is then fully parameterised by the other phase space coordinates, Qi. Recall
that, by construction, these evolve linearly with time: Qi = At+B (see equation G.45). By using the
actions as our canonical momenta, the phase space coordinates, Qi, have a simple physical meaning.
They are angles which describe the motion of the particle in time around the phase space loop which
defines the associated action. This is probably quite difficult to picture right now. But don’t worry, I
promise you will see this much more clearly, when we consider a specific an example, below.

The second advantage of using actions is that they are adiabatic invariants of the motion. They
remain unchanged if the gravitational potential changes slowly enough (strictly speaking, this means
infinitely slowly). This can be understood if you think of an infinitesimal change to the Hamiltonian:
H → H + δH, which is the result of the change in the gravitational potential. We may equate
δH = ∂S

∂t with the generating function (see equation G.41). Now we see that the adiabatic change
is just a canonical map (a canonical coordinate transformation). But we have already proved that
canonical maps conserve the actions, and so we have now proven that actions must be adiabatically
invariant.

G.2.4 A worked example: the simple harmonic oscillator

As a worked example, let’s consider the favourite hobby-horse of physics: the simple harmonic oscil-
lator. It is a toy model which students encounter time and time again – on first dynamics courses,
right through to quantum mechanics. But often students are not often told why such a simple system
could be important in so many areas of physics.

Consider the minimum of some 1D potential well5 which takes the form Φ(x), where the minimum
is at x = 0. Here Φ can represent any scalar field, but we can think of it, in keeping with this course,
as being a gravitational field. Now, suppose that we displace the particle from its equilibrium, by
some small amount, x. We may now Taylor expand about the minimum to obtain:

Φ(x) = Φ(0) + xΦ′(0) +
x2

2!
Φ′′(0) +O(x3) (G.47)

Since we are at a minimum, the potential at x = 0 must be stationary, Φ′(0) = 0; while Φ(0) and
Φ′′(0) are just constants. Thus, to order x3, we recover the potential of a simple harmonic oscillator6:

5We work in one dimension for simplicity, but all of these arguments are equally valid in three dimensions [exercise].
6Just in case you’ve never seen this potential before, it is trivial to solve the dynamics using Newton’s second law.

We have ẍ = − dΦ
dx

= −2Ax – the equation of motion for a simple harmonic oscillator!
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Φ(x) = Ax2 +B (G.48)

Now we see why the simple harmonic oscillator pops up time and again in physics. It is because a
small perturbation about any minima will produce approximate simple harmonic motion.

For the following example, let’s assume that A = 1
2 and B = 0, since the constants are arbitrary.

Thus we obtain a Hamiltonian:

H =
p2

2
+
x2

2
= E (G.49)

where p = mẋ is the momentum, we assume m = 1, and E is the energy as usual.
Let’s solve the problem first using Hamilton’s equations and then again using our new H-J equation.

This will help you to understand what all of the above mathematics really means in practice.
First Hamilton. Hamilton’s equations give:

∂H

∂x
= −ṗ = x;

∂H

∂p
= ẋ = p (G.50)

which gives, for the equation of motion:

ẍ = −x (G.51)

The familiar equation of motion for a simple harmonic oscillator. Integrating we obtain:

x = A sin(t+B) (G.52)

where A and B are constants of the integration.
All straightforward so far. Now let’s try again using the H-J equation. In some sense, this is a

bit like using a sledge hammer to play the piano, but it will give you a better understanding of how
to really use the results we have derived above (the problem sheet will also help you to develop this
further).

We know that the Hamiltonian doesn’t depend explicitly on time and so must be the (conserved)
energy: H = E. Now the aim is to find new generalised coordinates, (Qi, Pi), which make H(Pi) =
const.. We are working in 1 dimension, so will drop the subscript, i, from now on – there can only
possibly be one action since there is only one momentum coordinate, p, in the first place.

The H-J equation is now:

1

2

(
∂S

∂x

)2

+
1

2
x2 = E (G.53)

where all we have done is substitute for p = ∂S
∂x using equations G.41. It is now a simple matter to

solve equation G.53 for the generating function, S:

S =

∫ √
2E − x2dx (G.54)

Now, you can see that there is an arbitrary integration constant which will come from equation G.54.
We can fix this by deciding that our conserved momentum – P will be an action. Recall that this
decision is arbitrary, but that actions are more physically meaningful than other choices because they
are isolating integrals. From the definition of an action (equation G.46) we have:

P =
1

2π

∮
pdx (G.55)

Now, we require a bit of care here. We are integrating around a closed loop in phase space. This is
best done in plane polar coordinates since this will make it clear what the integration limits should
be. We substitute: x = q cosα, p = q sinα (see the diagram in the margin). Now the integration
limits range from 0 ≤ α ≤ 2π in these coordinates, and, by convention, we take the loop integral in a
clockwise direction.

p

xα
q

In general, q = q(α) in these new coordinates. We may calculate the shape of the phase loop, q(α),
by substituting our new coordinates into the Hamiltonian. Rearranging equation G.49, we obtain:
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p(x) =
√

2E − x2 ⇒
q2 sin2 α = 2E − q2 cos2 α⇒

q =
√

2E (G.56)

In this case, the loop in phase space is a circle of radius
√

2E. Using dx = dq cosα − q sinαdα =
−q sinαdα, we have in our new coordinates:

P =
1

2π

∮
pdx

= − 1

2π

∫ 2π

0

−q2 sin2 αdα

=
2E

2π

∫ 2π

0

1− cos(2α)

2
dα

= E (G.57)

Note the minus sign in the second line which comes from the clockwise integration direction.
We find that, for the special case of the harmonic oscillator, the action is just the energy, E. But

this is not true in general, so take note! It does highlight an important point, however. The actions
provide all of the isolating integrals required to describe a system. We know that in any static potential
the energy will be an isolating integral (remember, this is just because gravity is a conservative force).
So it is not surprising that, when we can have only one action (as in this 1D case), it is simply related
to the energy.

Now, all that is left is to calculate the other canonical phase space coordinate:

Q =
∂S

∂P
=
∂S

∂E
=

∫
1√

2E − x2
dx (G.58)

and, using a standard trigonometric substitution, we recover the equation of motion ‘directly’:

x =
√

2E sin(Q−Q0) (G.59)

where Q0 is just an integration constant.
But what does G.59 mean? We have solved the problem in the new coordinates P = E and Q,

but we must now think about what these coordinates are physically. The simplest way to do this is
to plug our solution back into the Hamiltonian. This allows us to solve also for p and gives:

p =
√

2E cos(Q−Q0) (G.60)

which satisfies x2 + p2 = 2E. Now we can see the meaning of P and Q. The trajectory of the particle
is a circle in phase space, (x, p) (see Figure G.3). Q is now an angle in that phase space, while P is
1

2π × {integral of phase space area}. That is, the radius of the circle in phase space is
√

2E, and its
area is then π2E = 2πP .

Recall that, by construction, we know Q = At + B, where A and B are arbitrary constants
(remember, we chose to transform to phase space coordinates where this is so!). This now proves that
equations G.52 and G.59 are indeed the same solution.

The above exercise illustrates a final useful thing about choosing to use actions as our conserved
canonical momenta. The Q coordinate is now an angle in the phase space (x, p). By using actions, this
will always be the case. The actions, Pi, represent integrals over phase space area in the coordinates,
(qi, pi), while the angle variables, Qi, represent angles around the loop integral. Can you think of what
shape three action-angle coordinates would trace out in phase space? [Hint: each action coordinate
must be independent, and you know the answer in 1D is a circle].
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p

x
Q−Q0

√
2E

Figure G.3: The trajectory of a 1D harmonic oscillator in phase space: (x, p). Marked also are the
new canonical coordinates, (Q,P ), for which H = H(P ) = const. By fixing P to be an action, the
physical meaning of these new coordinates is now clear. Q represents an angle around the particle
trajectory in phase space; while P is the area of the particle trajectory divided by 2π. Q now fully
parameterises the position of the particle in phase space.

G.3 Phase space and Liouville’s Theorem

We conclude this chapter will one final proof which we be of great importance later on in the course.
Recall that in general, phase space is filled with N particles, each with six phase space coordinates –
a 6N dimensional space! We can write this in the following compact form:

ωi,j = (qi,j , pi,j) 1 ≤ i ≤ 3 ; 1 ≤ j ≤ N (G.61)

were ω0,j , ω1,j and ω2,j form three independent vector fields. These act like three separate ‘axes’ for
our 6N dimensional phase space. Each contains 2N elements representing an independent component
of the phase position for each particle.

With the above compact notation, we can now write down a ‘velocity’ of our particles in phase
space. I have carefully put the word ‘velocity’ in quotes because really I mean the rate of change of
the canonical coordinates. This should not be confused with ‘velocity’ in the old Newtonian sense of
the word. We have:

ω̇i,j = (q̇i,j , ṗi,j) 1 ≤ i ≤ 3 ; 1 ≤ j ≤ N (G.62)

Now, things are probably getting a little hairy right now. How on earth are we to visualise 4 dimen-
sional space – let alone 6N dimensional space? One trick to help you with this is to exploit our old
friend: symmetry. For example, we know that a sphere is a three dimensional object. However, we
only need one number to completely describe a perfect sphere. As long as we know that it is a perfect
sphere, all we need is the radius. The same is true of an N-sphere in higher dimensions. Although it
becomes impossible to visualise the sphere itself, we know it is an object which is fully described by
one radius and that radius will be a magnitude in N-dimensional space: r2 = x2

1 + x2
2 + · · ·x2

n.
Bearing the above in mind, imagine that our 6N dimensional phase space fills some 6N dimensional

‘volume’. Again this is not a volume in the usual sense, and hence the quotes. The particles in phase
space need not have any symmetry whatsoever, but picture it in your mind as a sphere for now. Now,
since ω̇1,j is just a 2N-dimensional vector field (and similarly for ω̇2,j and ω̇3,j), we may write down
the 2N-dimensional analogue of the divergence theorem:

∫

V

∇iω̇idV =

∫

S

ω̇i · dSi (G.63)

where the above vectors represent the 1 ≤ j ≤ N components of ω̇i,j .
The integral on the right represents the flow of particles in phase space through the ‘surface’ S,

bounding the ‘volume’ V. Now it becomes clear why imagining the sphere helps. Because we are
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picturing a flow through a ‘surface’ one dimension lower than the ‘volume’, we really can imagine
the problem. The flow of particles through the 6N-1 hypersurface into the 6Nth dimension can be
understood intuitively by imagining the flow through a 2D surface bounding a sphere. Note also that
we have substituted our slightly dodgy ‘surface’ for the correct terminology: hypersurface.

Now notice that:

∇iω̇i =
∂

∂qi,j
q̇i,j +

∂

∂pi,j
ṗi,j

=
∂2H

∂qi,j∂pi,j
− ∂2H

∂pi,j∂qi,j

= 0 (G.64)

where the second line follows by substituting Hamilton’s equations (equations G.30).
The above proves Liouville’s theorem:

Hamiltonian flow preserves phase space volume (and therefore density) for any region of phase space.

Another way of expressing the above is that the particles evolve in phase space as an incompressible
fluid. Without solving any equations, or doing any dynamics the above tells us two very important
things:

1. A boundary in phase space always encloses the same group of particles.

2. From 1. we see that phase trajectories don’t cross.

But we must be careful. It can be very difficult to picture 6N dimensional space. In projections of
this space onto lower dimensional subspaces, particles can appear to cross all the time. Again, we
can gain some intuition for this by imagining lower-dimensional analogues. In three dimensions, for
example, a simple example is two sets of lines which are confined to two parallel planes. The lines in
one plane will never cross the lines in the other plane, since the two planes are parallel. But they will
appear to cross one another when viewed along some projections.

In discussing projections onto lower dimensional spaces, there is a common confusion which is
worth highlighting. A system of 6N particles is just one point in 6N dimensional phase space. When
we say that trajectories don’t cross in 6N dimensional phase space, we really refer to different copies
of our original system, each copy being another point in 6N dimensional space. When viewed like
this, Liouville’s theorem seems less useful. Much more useful is the 6 dimensional special case which
applies only to collisionless systems. If particles are collisionless and therefore do not interact with
one another at all (they do not exchange energy, angular momentum nor any other property), then
Liouville’s theorem also applies in 6 dimensional phase space7. This more restricted version of the
theory means that individual phase trajectories of particles in a collisionless system will not cross; each
point in phase space represents a unique trajectory. The theorem now applies to individual particle
orbits, rather than copies of the system as a whole and is, correspondingly, more useful.

7Hopefully it is clear why. If particles do not interact then we immediately remove N − 1 degrees of freedom per
particle.
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Appendix H

Dynamical friction

A related physical effect to relaxation is that of dynamical friction. Dynamical friction is of much
broader relevance in astrophysics than relaxation since it proceeds much faster. The basic idea is
outlined in Figure H.1. A larger body, or ‘satellite’, moves through a medium of smaller bodies.
Through successive scattering events, the larger body loses energy to the smaller ones and slows
down. The physics of the interaction is the same as in relaxation: scattering. However, because of the
disparity in mass between the two bodies, dynamical friction proceeds much faster, as we shall prove.

Dynamical friction likely affects the distribution of globular clusters in our Galaxy, the distribution
of galaxies in a cluster of galaxies and the rate of accretion of satellite galaxies in the Universe. Figure
H.2, for example, shows the stream of stars coming of the Sagittarius dwarf galaxy. This small
companion to the Milky Way was accreted in the last few gigayears. It is a fascinating galactic
interaction which is helping us to learn about the shape of our Galactic potential, about dark matter
v.s. alternative gravity and about the role of galaxy interactions in galaxy formation in general. Its
rate of infall is undoubtedly affected by dynamical friction between the galaxy and the background
stars and dark matter.

H.1 The Chandrasekhar approach

The first description of dynamical friction was that due to Chandrasekhar 1943. It is still an extremely
accurate rule of thumb some sixty years later and a good place to start. The derivation is very similar
to that of the relaxation time presented in Lecture 1. Things are made a little more complicated,
however, by the different mass of the infalling body and the background particles. Our strategy is as
follows:

• Derive the effect of one scattering event.

• Integrate over all impact parameters.

• Integrate over all particles.

We will assume an infinite, homogeneous background distribution of particles. Later we will call
this assumption to question and we shall see that it does miss out some very important physics in
special cases.

First consider the two body interaction. The two body problem may always be transformed into
a Kepler problem for a fictitious reduced particle moving a reduced Kepler potential. The equation of
motion is:

mM

m+M
r̈ = −GMm

r2
r̂ (H.1)

where m and M are the masses of the background particles and the infalling body, respectively, and
r = xm − xM ; mẋm +MẋM = 0.

Let us define the change in velocity of the reduced particle due to the interaction as: ∆ṙ. From
the above definitions, we have:
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Figure H.1: Schematic diagram of Chandrasekhar dynamical friction. The larger body marked in red
moves in the direction marked by the arrow, like a marble falling through honey. It scatters stars in
front of it leading to an overdensity of stars behind it – a wake. The momentum transfer between the
larger body and the background due to these gravitational scattering events causes the larger body
to slow down. This is the dynamical friction.

Figure H.2: A view of the Sagittarius stream as it would be seen by an alien sitting outside our Galaxy.
The stream is tidal debris torn off of the Sagittarius dwarf galaxy as it fell into the Milky Way little
over a billion years ago. The rate of infall of the satellite was undoubtedly governed by dynamical
friction.
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Figure H.3: Schematic of the two-body scattering event, see text for details. Note that b marks the
impact parameter, while φ0 is the angle at which the two bodies are at closest approach.

∆ṙ = ∆ẋm −∆ẋM (H.2)

m∆ẋm +M∆ẋM = 0 (H.3)

Eliminating ∆ẋm, we obtain:

−∆ṙ

(
m

m+M

)
= ∆ẋM (H.4)

Now we wish to solve for the change in velocity ∆ṙ, which we do using the solution for Kepler orbits.
To help you picture the geometry, the scattering event is shown in Figure H.3.

For a Kepler orbit we have:

1

r
= C cos(φ− φ0) +

G(M +m)

L2
(H.5)

where L is the specific angular momentum. The above equation is just the standard Kepler solution
relating the radius and angle (it is usually written in terms of eccentricity and semi-major axis,
however).

From Figure H.3, we can see that the angular momentum is given by: L = V0b, while we know
that L = r2φ̇. Differentiating equation H.5 with respect to time and using the above substitutions,
we obtain:

ṙ = CbV0 sin(φ− φ0) (H.6)

At the start of the interaction we have r = −∞, φ = 0 which gives:

− V0 = CbV0 sin(−φ0) (H.7)

0 = C cos(−φ0) +
G(M +m)

b2V 2
0

(H.8)

and eliminating for C, we obtain:
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tanφ0 =
−bV 2

0

G(M +m)
(H.9)

Now we need a little geometry, which is given also in Figure H.3 (a good Figure often helps a lot!!).
Notice that the scattering event is symmetrical about the point of closet approach, φ = φ0. Thus the
final perpendicular and parallel components of the velocity are given by:

Vf,perp = V0 sin θdefl = V0 sin(π − 2β) = V0 sin(2φ0 − π) = −V0 sin(2φ0) (H.10)

and similarly:
Vf,para = V0 cos(2φ0) (H.11)

Thus, using equations H.9 and H.4 and some trig substitutions, the change in the velocity components
of ẋM are given by:

|∆ẋM,perp| =
2mbV 3

0

G(M +m)2

[
1 +

b2V 4
0

G2(M +m)2

]−1

(H.12)

|∆ẋM,para| =
2mV0

M +m

[
1 +

b2V 4
0

G2(M +m)2

]−1

(H.13)

Now that was one interaction. Over many interactions, the mean effect of perpendicular encounters
will average to zero (they can have either sign). However, the important point is that the parallel
encounters will always reduce the velocity of the heavier object. This is the dynamical friction effect.
Of course, the perpendicular encounters do not vanish when you consider the root mean square effect.
This is just the relaxation we already derived in Lecture 1. Over many many encounters, the heavy
particle will random walk in the perpendicular component of its velocity. But this is a tiny effect
compared to dynamical friction which will always reduce the parallel velocity component.

It is worth a brief paragraph at this point to discuss exactly why it is that the parallel component
always points in one direction (i.e. decelerates the infalling body). What we have done, above, is
to analyse the problem from the centre of mass frame of M and m. Now, in the limit m = M ,
∆ẋm = −∆ẋM : the particles receive equal and opposite momentum kicks, as expected. Provided
that we have a ‘typical’ particle – i.e. not moving at significantly greater velocity than the mean of
the background, then the net effect of such encounters will be zero in the mean (although relaxation
will still occur through a random walk). Once the masses of the particles are significantly different,
however, an asymmetry enters into the problem. We transform into the centre of mass frame which
is now close to the rest frame of the massive particle. In this frame, the massive particle is nearly
stationary and sees a ‘head wind’ from the background particles which must be moving towards the
massive body. Hence the friction force is always a deceleration.

To obtain the final friction force, as in Lecture 1, we must now integrate over all impact parameters
and all particles. First the impact parameters. The rate at which the infalling body encounters
background particles with velocity density f(ẋm) within the range b→ b+ db is given by:

2πbdbV0f(ẋm)d3ẋm (H.14)

Thus we obtain:

dẋM
dt

∣∣∣∣
ẋM

= V 0f(ẋm)d3ẋm

∫ bmax

0

2mV0

M +m

[
1 +

b2V 4
0

G2(M +m)2

]−1

2πbdb (H.15)

= 2π ln(1 + Λ2)G2m(M +m)f(ẋm)d3ẋm
(ẋm − ẋM )

|ẋm − ẋM |3
(H.16)

Remember that we assume an infinite homogeneous medium. To avoid divergences in the integral, just
like for the relaxation time, we have to add some cut-off which is the ‘maximum size of the system’:
bmax. We also come across, once again, the Coulomb Logarithm which we encountered in deriving the
relaxation time:
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Λ ≡ bmaxV
2
0

G(M +m)
(H.17)

and, since Λ� 1, typically:
ln(1 + Λ2) ' 2 ln Λ (H.18)

Now we integrate over all of the particles. Here we assume isotropy and use a cunning trick! Notice
how the right hand part of equation H.16 looks like an integral over a velocity density times a function
which looks like a ‘gravitational potential’, but in the velocity. If the velocity is isotropic, then just like
a spherical gravitational potential, we can use the Newton II theorem (Binney and Tremaine 2008):

∫
f(ẋm)

(ẋm − ẋM )

|ẋm − ẋM |3
d3ẋm =

4π
∫ ẋM

0
f(ẋm)ẋ2

mdẋm

ẋ2
M

ˆ̇xM (H.19)

If the above looks strange, just imagine ẋm → x and you’ll see that it just amounts to:
∫
ρ (x−x′)
|x−x′|3 d

3x′ =
1
G∇Φ = M(r)

r2 x̂, which is the familiar Newton II.
Putting it all together, we obtain the Chandrasekhar dynamical friction formula:

dẋM
dt

= −16π2 ln ΛG2(M +m)

∫ ẋM
0

mf(ẋm)ẋ2
mdẋm

ẋ2
M

ˆ̇xM (H.20)

We may further simplify this if we assume a Maxwellian distribution of velocities:

f(ẋm) =
n

(2πσ2)
3
2

e−
ẋ2m
2σ2 (H.21)

where n is the local number density of particles and σ is the velocity dispersion. Using the above,
M � m, ρ = nm, and ẋM = vM the Chandrasekhar friction formula now becomes:

dvM
dt

= −4πG2M ln Λ

v3
M

ρ

[
erf(X)− 2X√

π
e−X

2

]
vM (H.22)

where X = vM/(
√

2σ).
Now lets spend a little time thinking about what equation H.22 actually means. The main points

are the following:

• Particles moving faster than vM do not contribute to the friction. This statement is only true for
isotropic background distributions and is a result of the limit in the integral of equation H.20.

• Notice that the friction falls off as 1/v2
M : fast moving bodies experience little friction.

• Particles close in velocity to the heavier object contribute most to the friction. The is most
clearly seen from equation H.16. Notice the divergence in the friction force for ẋm → ẋM .

• Particles at radii larger than bmin = G(M+m)
V 2
0

contribute almost all of the friction. We can prove

that this is so by considering the integral in equation H.15:

I =

∫ bmax

0

[
1 +

b2V 4
0

G2(M +m)2

]−1

bdb

=
G2(M +m)2

2V 4
0

ln

(
1 +

b2maxV
4
0

G2(M +m)2

)

' G2(M +m)2

V 4
0

ln Λ (H.23)

where Λ = bmax/bmin using the above definition of bmin.

Now imagine that there is a minimum impact parameter such that only encounters b � bmin

contribute to the dynamical friction effect. The integral now becomes:
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I '
∫ bmax

bmin

[
1 +

b2V 4
0

G2(M +m)2

]−1

bdb

'
∫ bmax

bmin

G2(M +m)2

V 4
0

1

b
db

=
G2(M +m)2

V 4
0

ln Λ (H.24)

The above proves that if Λ � 1 (as is the case for almost any astronomical system of interest)

then there is a minimum impact parameter such that b� bmin = G(M+m)
V 2
0

. Particles closer than

this to the heavier infalling body do not significantly contribute to the dynamical friction. This
is a very important point. Figure H.3 might give the misleading impression that particles are
actually bouncing off the infalling satellite. This is absolutely not correct. It is long range slow
interactions which contribute most of the friction force.

• Finally, notice that the drag force is proportional to the mass density ρ rather than the individual
particle masses (provided M � m). Thus the friction force from dark matter particles of ∼
proton mass is identical to the friction force from the same mass density of stars.

H.2 Resonance: what Chandrasekhar misses

There is something important which the Chandrasekhar approach misses. Equation H.22 suggests
that outside of a galaxy where ρ = 0 there should be no friction, while if ρ = const. one would expect
friction as per normal. Both of these statements are inconsistent with numerical N-body experiments.
Indeed, we should perhaps expect the first to be wrong since we have already shown that it is the long
range interactions that provide most of the friction force.

The above failures occur because we have implicitly assumed that the infalling satellite sees each
background particle only once. This is what we see in the schematic diagram of Figure H.3: the heavy
particle moves in a straight line. For satellites orbiting in real galaxies, however, the satellite will
scatter the same resonant particles on each orbit. Tremaine and Weinberg 1984 explore such ideas
in more detail and derive a dynamical friction formula for spherical systems. This gives the new and
important insight that it is particles that resonate with the infalling satellite that provide almost all
of the friction force. Thus, friction does not cease simply because the local ρ→ 0.

Given the above it is surprising that Chandrasekhar works at all! However, for most gravitational
potentials the infalling satellite sinks faster than resonances can be excited. Thus, to a good approxi-
mation, it is always encountering new particles – or a least new resonances. This, combined with the
fact that the formula depends only logarithmically on the arbitrary parameters wrapped up inside Λ
is why Chandrasekhar usually provides an excellent match to numerical experiments. An important
exception is the constant density harmonic potential mentioned above. In this case, numerical exper-
iments find that the friction force is momentarily much stronger than Chandrasekhar predicts, after
which there is no observed friction at all! For a solution to this interesting problem, have a look in
Read et al. 2006. For now, if you want a clue as to what is going on, have a think about which orbital
frequencies are permitted in the harmonic potential. If resonant particles drive most of the friction
force, what is special about the harmonic potential?

H.3 The dynamical friction timescale and the connection to
relaxation

We have stated so far without proof that dynamical friction is more important in the Universe than
relaxation because it proceeds faster. We may obtain a rough estimate of the dynamical friction time
if we imagine an infalling satellite on a circular orbit. Let us assume it remains on a perfectly circular
orbit throughout its infall, and that the background distribution is a spherical isothermal distribution
given by:
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ρ(r) =
v2
c

4πGr2
(H.25)

where vc is the circular speed and is a constant. This is a good model for galaxies which show flat
rotation curves (see Lectures 1).

Equation H.22 now reduces to (using the fact that for an isothermal sphere σ = vc/
√

2):

M
dvM
dt

= F = −4π ln ΛG2M2ρ(r)

v2
c

[
erf(1)− 2√

π
e−1

]

= −0.428
ln ΛGM2

r2
(H.26)

The infalling satellite loses specific angular momentum L at a rate:

dL

dt
=
Fr

M
' −0.428GM

r
ln Λ (H.27)

and since its orbit remains circular and vc = const., we have that L = rvc at all times. Substituting
this into the the above gives:

r
dr

dt
= −0.428GM

vc
ln Λ (H.28)

and solving gives us the dynamical friction timescale:

tfric =
2.64× 1011

ln Λ

(
ri

2kpc

)2(
vc

250km/s

)(
106M�
M

)
(H.29)

which recalling that ln Λ ∼ 10 is typically shorter than a Hubble time for infalling galaxies, star
clusters and massive globular clusters. The relaxation time for all but the centre of globular clusters
is by contrast many Hubble times (see Lecture 1).

H.4 Wakes

The effect of the scattering is that it puts more particles behind, rather than in front of the satellite
(see Figure H.3). This creates a wake behind the satellite. It is possible to derive the Chandrasekhar
friction formula by considering the gravitational pull of this wake on the satellite (see e.g. Mulder
1983). Hence, this is an alternative way of understanding the friction effect.

H.5 Mass segregation

The dynamical friction effect is of importance inside globular clusters because it causes mass segrega-
tion: the heavier stars to sink towards the centre, while the lighter stars move out to the edge. This
process could be very important in seeding the supermassive black holes observed to reside at the
centres of galaxies. We do not understand fully yet how such black holes form. It is not too difficult
to grow them from 103 to 106M� through gas accretion. But black holes are born from the end-phase
of the collapse of massive stars; they start out at a mere 40M� at best. Bridging the gap from 40 to
103M� is a significant challenge in theoretical astronomy, even today. Dynamical merging of massive
stars and black holes at the centre of globular clusters could be one solution. Theoretically, we expect
such massive stars and black holes to reside at the centres of globular clusters as a result of mass
segregation and, indeed, mass segregation has been observed in some nearby clusters.

H.6 Collisionless relaxation and friction

So far we have discussed relaxation and dynamical friction as collisional processes. Yet we have loosely
talked also about “dynamical friction on satellite galaxies”. If a satellite galaxy mostly comprises dark

139



matter particles then both it and the galaxy it is falling into are undoubtedly collisionless. So how is
it then than dynamical friction can proceed? We discuss this in detail in the next lecture where we
consider galaxy-galaxy interactions.
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