


CERN physicists don’t know everything

What are dark matter and dark energy that pervade our Galaxy?

What is gravity, really?

Why is the electrical charge of the proton equal and opposite to that on the electron?

Why are protons stable, or are they, really? 

How many space-time dimensions do we live in? 

Are elementary particles really elementary, or do they have structure?

Why are there 3 generations of elementary particles? Why not 4 or 5?

Where did the anti-matter go?

Why are the neutrinos so light, and which is the heaviest?

Are there more states of matter beyond solid, liquid, gas and plasma?
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LHC holds answers
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There are also Pb-Pb and p-Pb runs

LHC is the biggest ever machine and data generator



A data sample: collision event at LHC
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An instrument at LHC: ATLAS
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• Think of a high-
resolution photo camera 
44 m long

• Built and operated by 
scientists from 38 
countries

• Produces so much data, 
no one single data center
can accommodate it

• There are 4 such 
instruments at LHC!



LHC produces Real Big Data
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Do we need to store all this data?
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Trigger is a powerful system itself

Powerful Core routers

“Readout Units”
for protocol adaptation

Custom links from the detector

Edge switches

Servers for event
filtering

Typical number of pieces

Detector
1

1000

100 to 1000

2 to 8

50 to 100

> 1000
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LHC experiments and their triggers

# Level-0,1,2 Event Network Storage
Trigger Rate (kHz) Size (Byte) Bandw.(GB/s) MB/s(Event/s)

4 Pb-Pb 5 5x107 25 4000 (102)
p-p 1 2x106 200  (102)

3 LV-1 75 1.5x106 10 ~1000 (>400)
LV-2 6 

2 LV-1 75 106 200 ~1000 (103)

2 LV-0 1000 6x104 55 >600 (1.2x104)
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We still have a lot of data to analyse
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Some real data volumes
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Nordic share 
(3 countries)

CERN



Stored and analysed around the World
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LHC Computing Grid sites
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For comparison: Hazel Hen











2017-05-03

D
a

ta
  f

ro
m

 H
L

R
S

Supercomputers: focus on data generation, 
less on data processing



We develop Grid solutions ourselves
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dCache storage  cloud 

ARC computing services

Scientists

Operators

Data

Data

Copenhagen Oslo Linköping Umeå

Bergen LundHelsinki

Data
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Data

Data

Cache Cache

CacheCacheCacheCache

CacheSGAS

accounting

server

ARC Indexing

servers

Authorised users

 directory (VOMS)

dCache

serverData

CERN

Site-BDII

servers

FTS server

Nordic Grid infrastructure: NDGF-T1
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How is Grid different from Clouds?
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Summary













2017-05-03


