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Elasticluster	used	to	set	up	proof-of-principle	
implementation	of	LOCAL	plugin
Why	elasticluster?
• Asked	to	set	up	a	proof-of-principle	
grid	cluster	on	the	University	cloud	
(UH-IaaS).
• Elasticluster	used	for	this	in	Bern
• On-demand	cluster	on	cloud	
provider	setup	with	all	necessary	
services	and	configuration	
• SLURM
• NFS
• …

• Decided	to	use	the	Elasticluster	
also	to	set	up	proof-of-principle	
cluster	for	the	aCT	+	ARC	CE	LOCAL	
submission	plugin
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Elasticluster
http://elasticluster.readthedocs.io/en/latest/

A	collection	of	ansible	scripts	to	set	up	a	cluster	on	a	cloud	service

• Ansible	scripts	are	yaml,	organized	in	so-called	plays	or	playbooks,	with	roles,	
tasks,	templates	(++)
• Roles	can	be	e.g.	frontend	or	compute	note,	slurm	master	and	so	on
• Tasks	can	be	e.g.	install	arc,	reboot	cluster	etc
• Templates:	e.g.	arc.conf	template
• Plays:	instructions	of	what	machines	should	be	run	with	what	tasks

• Supported	cloud	providers
• ec2_boto
• Google
• Openstack
• libcloud
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Example	configuration	of	
elasticluster
• Elasticluster	contacts	the	cloudprovider	

• Fires	up	specified	number	of	frontends	
and	compute	nodes	with	specified	os	and	
size

• Security	group	already	set	up	with	ssh	
ports	on	the	UH	IaaS	dashboard
• Which	ports	to	allow	open	for	ssh,	https	

etc

• Installs	slurm	server	and	client

• Sets	up	NFS

• Sets	up	monitoring	through	ganglia
• However,	not	used	it	yet

• Specific	setups	with	own	ansible	scripts:
• ARC	+	cvmfs
• aCTNov	2017 Maiken	Pedersen	- ARC	F2F	Ljbuljana 5



Creating	an	ARC-CE	with	aCT	and	preparing	
compute	nodes
On	frontend:	

• ARC,	aCT

• Install,	configure,	and	start	both

On	compute	node(s)	

• cvmfs

• Mounting	of	extra	block	storage
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Elasticluster	before	and	after	playbooks

• Used	to	customize	your	cluster
• I	use	the	after	playbook	to
• Include	sessiondir,	cache	and	
runtime	dirs	in	NFS
• Could	also	use	it	to	create	custom	
slurm	user	(however	do	this	in	my	
own	ansible	scripts	right	now)

• One	manual	intervention	
needed:	worker	nodes	and	
frontend	need	extra	storage	
volume
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A	bit	of	a	hassle:	attaching	extra	volume	
storage	to	the	instances
The	storage	space	on	each	cloud	machine	is	
too	small
• First	create	volumes	in	UH	IaaS	web	
interface
• Might	be	possible	to	do	this	using	CLI	and	
thus	through	ansible,	but	have	not	
prioritized	investigating	further

• Then	attach	to	the	frontend	and	compute	
notes	in	UH	IaaS	web	interface
• Could	be	done	in	ansible,	however	had	
problems	getting	right	python	version	with	
this	functionality

• Set	up	filesystem	and	mountpoint	on	the	
machines
• Done	with	ansible
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LOCAL	submission	plugin
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Original	plan
• Do	not	mix	ARC	client	and	server	classes

• Look	at	the	gridftp	jobplugin	class	and	implement	something	similar	for	LOCAL	submission	plugin
• Jobplugin	creates	all	necessary	for	job	to	be	created	or	destroyed

• Generates	jobid
• Chooses	controldir	and	sessiondir	and	creates	sessiondir	

• Check	uploads	inputfiles?

• Controldir	files	(description,	local,	proxyfile,	status-file)
• Once	these	files	are	inside	the	controldir	a-rex	picks	up	the	jobs	and	processes	them,	and	updates	the	status	file.

• Proof	of	concept	more	or	less	in	place	before	summer,	could	submit,	cancel,	kill	and	get	job	via	
LOCAL	submissison	plugin	

Then:
Tromsø	meeting:	this	is	not	a	good	idea,	is	copy	paste+edit	of	code.	
Don’t	worry	much	about	client	and	server	methods	being	mixed.	
Use	ArexJob	class.	
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Actual	implementation
• Rewritten	LOCAL	submission	plugin	to	use	ArexJob	class.	
• Simplified	things	substantially,	was	more	or	less	rewritten	within	a	
few	days

Arexjob	class	basically	does	what	the	(gridftp)	jobplugin	does.	
• In	LOCALClient:	create	instance	of	the	ARexJob	object,	and	use	the	
methods	directly	
• ARexJob takes	care	of	everything	related	to	creation	of	job

• Jobid
• Generates	files	for	controldir	(job.<jobid>.description,	job.<jobid>.local,	
job.<jobid>.proxy)

• creates,	resumes,	cancels,	kills	a	job
• …

Nov	2017 Maiken	Pedersen	- ARC	F2F	Ljbuljana 11



Nov	2017 Maiken	Pedersen	- ARC	F2F	Ljbuljana 12



Configuration	of	ARC
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Services	needed	on	ARC-CE	for	LOCAL	
submission	only

To	start	ARC-CE	with	LOCAL	submission	only
service a-rex start

Installation	performed	as	local	user.
ARC	run	as	local	user.	
No	host	certificate	required.
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LOCAL	plugin	in	use
LOCAL	job	submission	plugin	loaded	if

-S org.nordugrid.local submission	interface	chosen
arcsub -d 5 --direct -c 158.39.75.112 -S org.nordugrid.local hello.xrls

Or	if	hostname	is	set	to	localhost	in	arc.conf:
arcsub -d 5 --direct -c localhost -S org.nordugrid.local hello.xrls
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A	LOCAL	job
All	communication	is	now	directly	via	file	system	on	the	
CE,		internal	memory		of	the	Arex	and	direct	access	to	
the	Arex	classes	and	methods
• No	layer	inbetween	like	web-service	or	gridftp	

server

• Client	connects	to	the	chosen	JobSubmission	plugin	
and	hands	over	the	job	description	

• SubmissionPluginLOCAL	prepares	the	jobdescription
• Delegations	is	sorted	out	and	added	to	job	

description	if	needed	for	file	transfer

• SubmisisonPluginLOCAL	calls	submit	method	in	the	
LOCALClient	which	in	turn	creates	an	instance	of	an	
ArexJob

• In	LOCALClient	a	localjob	is	created	for	internal	
handling	(in	the	same	way	as	an	emi-es	job	is	created	
in	the	EMI-ES	submission	plugin)
• Used	for	the	LOCAL	submission	plugins	internal	

bookeeping
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• A-Rex	picks	up	job	and	makes	sure	it	gets	processed,	and	status	is	updated

• LOCAL	submission	plugin	uses	the	status	file	to	extract	actual	state	of	job	and	list	of	jobs	in	system
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Implementation	details

• Source	placed	under	src/services/a-rex/localjobplugin
• Aleksandr helped	with	proper	inclusions	and	layout	for	building

• Using	grid-manager	job	states
• No	need	for	the	fine-grained	jobstates provided	for	EMI-ES

• job.<jobid>.xml	not	needed	although	the	infoprovider	has	been	
extended	to	deliver	this	for	the	LOCAL	jobs
• Info.xml	does	not	need	information	about	the	LOCAL	submission	
service,	since	this	is	not	visible	from	outside.	
• However,	the	infoprovider	has	been	extended	to	provide	this	if	
needed/we	decide	to	publish	some	information
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Changes	in	
inforprovider
• Florido	added	the	local	
submission	endpoint

• Jobstate	mapping	for	
LOCAL	plugin	done

• Info.xml	and	job.jobid.xml	
contains	information	about	
the	local	submission	
endpoint	and	jobs	
submitted	via	local	
submission	interface

• Healthstate	not	dependent	
on	host	certificate	being	in	
place
• LOCAL	submission	plugin	
does	not	require	host	
certificate
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aCT

Nov	2017 Maiken	Pedersen	- ARC	F2F	Ljbuljana 20



Configuration	of	aCT
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Status:

• Can	use	addnewjob.py to	insert	new	job	directly	into	the	arc-table	for	
the	localjob
• At	the	moment	setting	up	aCT	to	receive	Hammercloud jobs
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….	what more	...	

• At	the	moment	installing	from	source
• Packaging	should	be	sorted	out	for	LOCAL	plugin
• Not	complete	overview	of	whether	it	is	already	fine	or	not	(ldap should	
already	have	been	sorted	out,	also	want	to	install	w/o	gridftp)
• And:	how	to	install	rpms	as	local	user

• Will	continue	to	check	through	code.	Some	solutions	might	need	to	
be	cleaned	up.	Some	might	need	to	be	improved.
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